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FIG. 2

(a) (b)




US 9,185,385 B2

Sheet 3 of 43

Nov. 10, 2015

U.S. Patent

e —— ey, —— E—

; 212~ NOILD3S /1 _
ONLLLINSNVL| | anviva | _
\2Z TAGH Q33dS-HOH[ - €12
\ i ¥ m ¥ !
IANA | [ NOwD3S |-62¢ _
. as +ONISSII0NUd
" || TwNeIS g .

0z ocz | | o

o rC | 57z 0z |

yseld a1 03N SHita |

Mias et N0 el i |
i LS

612 1z e S 08 |

NOILO3S M 4/1

Vol Y

812
R e fﬂ- — . e

7
¥22 0z .
€ 9Old



US 9,185,385 B2

Sheet 4 of 43

Nov. 10, 2015

U.S. Patent

AILLINSNVAHL
TOYLNOD
3LON3Y

\.\
Lt

re 852 i
NOWD3S | [NOILO3S 371 .
ONISSTOONd|+— ONIAEDIY| | INAVLYQ |
TUNDIS Q€ INGH | |033dSHOH .
o e o TTTTRRE Y R T T s |
TN ] [T ] [0 ] s 0 e [$
TNV ._wagooaal, L |
<! WIANG |+{ONLLVHINID || ONISSIO0Ud |« XnWaq f+-
AY1dSIO v | [ | [ O3dN Wioa
T i TR |
|y L —{oNiSSI00ud [« | Linow
oiany i [1YNOIS O1dnY dol1d
e o e 8z |
y92 | lsiz
" a1 || Z
m 177 lswsyig [ mﬂu
m “ ]
" 7 |
NOLLD3S ONIAIZOTY _ WOM o .
TOMINGI JIONTY | = N ysel AvHa |
7 7 7 7 _
ez e we ek B
% ol



US 9,185,385 B2

Sheet 5 of 43

i

Nov. 10, 2015

18 (udgL)AG+
< ww(/ .\ /. >
/ | (ud y}) anissay
_ 98~ T V[ (ude)weweabnidion
- ' 1 V
B _,. ] au17 939
G Ar | (00q) jouuey) Efeq Keidsig v
~ T
T £8 “_

Acgo Y0010 SONL,

¥INEOTY k7 pouve | Y3 LLINSNVAL
olpny TWQH ¢ | ;.o Sanl ..._ TWQH

| |auueyd SanL

03PIA A_%ago_ SONL;
18

L

U.S. Patent

P 05€ el



US 9,185,385 B2

Sheet 6 of 43

Nov. 10, 2015

U.S. Patent

L.

%90[Q [9Xid

%9019 [exid

< _
T jouuey) %00
omww _ [SuuByD %00[D . 0,5
ajdwes oipny 6 . . | . d i}
@ %Sﬁ___?w <—loela mm _ mm logla— mv% NM%Q o)
€110 710 <— 10410 82 H——re—H ES [01lale— €110 2110
. M=o M
(¥4 *68) uauodwoo jexid <— [0:210 BT B [0:21a}e—— (y 6'3) jusuodwioo joxid |
mmwm . mw«w
(ejdweg oipny ‘68 . : a|dweg oipny ‘b
o ey < 010 mm | 22 loela— oSG Ky 79
10 ‘010 <— 1010 82 H— =t ES [04]ale— 11190110
! m=o Nm
(9 *68) usuoduwioo jexid <— [0:1a BZ 5L [0:10|«— (9 *6'a) yusuodwoo jaxid
<,Nw <w5
(1opeal 1oxoed ‘b9 . . 1)
e sy <— o€l mm 02 oelafe— St
ONASA H =— 1610 82 {11 ZS 01a— ONASA
| 1 BR | ND |
(g *6°8) Juauoduwioo jexig <— [0:1@ I _ i | 8L [0:21a}«—— (g ‘6°0) Jusuodwon jaxid
— B L . ]
28"~ 18”7
9 '9Old



U.S. Patent Nov. 10, 2015 Sheet 7 of 43 US 9,185,385 B2

FIG. 7
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FIG. 13
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FIG. 17
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FIG. 22
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FIG. 34
VIC# |Video Format Pixel Clock TMDS Clock

1 640x480 p 60 Hz 74.75 MHz 74.75 MHz
2 720x480 p 59.94 Hz

3 720x480 p 60 Hz

4 1280x720 p 59.94/60 Hz 148.5 MHz 148.5 MHz
5 1920x1080 i 59.94/60 Hz
59 720(1440)x480 i 240 Hz 148.5 MHz 148.5 MHz
60 1920x2160 p 59.94/60 Hz 297 MHz 297 MHz
61 1920x2160 p 50 Hz
62 3840x1080 p 59.94/60 Hz
63 3840x1080 p 50Hz
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FIG. 37
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1
TRANSMITTING APPARATUS, STEREO
IMAGE DATA TRANSMITTING METHOD,
RECEIVING APPARATUS, AND STEREO
IMAGE DATA RECEIVING METHOD

CROSS-REFERENCES TO RELATED
APPLICATIONS

The present application is a national phase entry under 35
U.S.C. §371 of International Application No. PCT/JP2009/
062788 filed Jul. 15, 2009, published on Jan. 21, 2010 as WO
2010/008012 A1, which claims priority from Japanese Patent
Application No. JP 2008-184520 filed in the Japanese Patent
Office on Jul. 16, 2008.

TECHNICAL FIELD

This invention relates to a transmitting apparatus, a stereo
image data transmitting method, a receiving apparatus, and a
stereo image data receiving method. More specifically, this
invention relates to a transmitting apparatus or the like with
which, at the time of transmitting stereo image data to an
external device, information on transmission modes for ste-
reo image data that can be supported by the external device is
received from this external device to decide the transmission
mode for the stereo image data to be transmitted, and also
transmission mode information on the stereo image data to be
transmitted is transmitted to the external device, thereby mak-
ing it possible to perform transmission of stereo image data
between devices in a favorable manner.

BACKGROUND ART

In recent years, for example, HDMI (High Definition Mul-
timedia Interface) is coming into widespread use as a com-
munications interface for transmitting digital video signals,
that is, uncompressed (baseband) video signals (image data),
and digital audio signals (audio data) accompanying the
video signals, at high speed from DVD (Digital Versatile
Disc) recorders, set-top boxes, or other AV sources (Audio
Visual sources) to television receivers, projectors, or other
displays. For example, Non-Patent Document 1 describes
details about the HDMI standard.

FIG. 42 shows an example of the configuration of an AV
(Audio Visual) system 10. The AV system 10 has a disc player
11 as a source device, and a television receiver 12 as a sink
device. The disc player 11 and the television receiver 12 are
connected to each other via an HDMI cable 13. The disc
player 11 is provided with an HDMI terminal 114 to which an
HDMI transmitting section (HDMI TX) 115 is connected.
Thetelevision receiver 12 is provided with an HDMI terminal
12a to which an HDMI receiving section (HDMI RX) 1254 is
connected. One end of the HDMI cable 13 is connected to the
HDMI terminal 11a of the disc player 11, and the other end of
the HDMI cable 13 is connected to the HDMI terminal 124 of
the television receiver 12.

In the AV system 10 shown in FIG. 42, uncompressed
image data obtained by being played back on the disc player
11 is transmitted to the television receiver 12 via the HDMI
cable 13, and an image based on the image data transmitted
from the disc player 11 is displayed on the television receiver
12. Also, uncompressed audio data obtained by being played
back on the disc player 11 is transmitted to the television
receiver 12 via the HDMI cable 13, and audio based on the
audio data transmitted from the disc player 11 is outputted on
the television receiver 12.
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FIG. 43 shows an example of the configuration of the
HDMI transmitting section (HDMI source) 115 of the disc
player 11, and the HDMI receiving section (HDMI sink) 125
of' the television receiver 12 in the AV system 10 in FIG. 42.

The HDMI transmitting section 115 unidirectionally trans-
mits differential signals corresponding to uncompressed
pixel data of one screen’s worth of image to the HDMI receiv-
ing section 125 on a plurality of channels during an effective
image period (hereafter, also referred to as Active Video
period as appropriate), which is a period from one vertical
sync signal to the next vertical sync signal minus a horizontal
blanking period and a vertical blanking period, and also uni-
directionally transmits differential signals corresponding to
at least audio data and control data accompanying the image,
other auxiliary data, or the like to the HDMI receiving section
125 on a plurality of channels during the horizontal blanking
period or the vertical blanking period.

That is, the HDMI transmitting section 115 has an HDMI
transmitter 81. The transmitter 81 converts uncompressed
pixel data of an image into corresponding differential signals,
and unidirectionally transmits the differential signals serially
to the HDMI receiving section 125 connected via the HDMI
cable 13, on a plurality of channels that are three TMDS
(Transition Minimized Differential Signaling) channels #0,
#1, and #2.

Also, the transmitter 81 converts uncompressed audio data
accompanying an image, and further, necessary control data,
other auxiliary data, or the like into corresponding differential
signals, and unidirectionally transmits the differential signals
serially to the HDMI receiving section 126 connected via the
HDMI cable 13, on the three TMDS channels #0, #1, and #2.

Further, the transmitter 81 transmits a pixel clock synchro-
nized with pixel data transmitted on the three TMDS channels
#0, #1, and #2, to the HDMI receiving section 126 connected
via the HDMI cable 13, on a TMDS clock channel. Here, on
a single TMDS channel #i (i=0, 1, 2), 10-bit pixel data is
transmitted during one clock cycle of the pixel clock.

During an Active Video period, the HDMI receiving sec-
tion 124 receives differential signals corresponding to pixel
data which are unidirectionally transmitted from the HDMI
transmitting section 115 on a plurality of channels, and during
a horizontal blanking period or a vertical blanking period,
receives differential signals corresponding to audio data and
control data which are unidirectionally transmitted from the
HDMI transmitting section 115 on a plurality of channels.

That is, the HDMI receiving section 124 has an HDMI
receiver 82. The receiver 82 receives differential signals cor-
responding to pixel data and differential signals correspond-
ing to audio data and control data, which are unidirectionally
transmitted from the HDMI transmitting section 115 con-
nected via the HDMI cable 13, on the TMDS channels #0, #1,
and #2 in synchronization with a pixel clock that is similarly
transmitted from the HDMI transmitting section 115 on the
TMDS clock channel.

In addition to the three TMDS channels #0 through #2
serving as transmission channels for serially transmitting
pixel data and audio data unidirectionally from the HDMI
transmitting section 115 to the HDMI receiving section 126 in
synchronization with a pixel clock, and the TMDS clock
channel serving as a transmission channel for transmitting the
pixel clock, transmission channels of an HDMI system
formed by the HDMI source transmitting section 115 and the
HDMI receiving section 124 include transmission channels
called a DDC (Display Data Channel) 83 and a CEC (Con-
sumer Electronics Control) line 84.

The DDC 83 is formed by two unillustrated signal lines
included in the HDMI cable 13, and is used for the HDMI
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transmitting section 115 to read E-EDID (Enhanced
Extended Display Identification Data) from the HDMI
receiving section 125 that is connected via the HDMI cable
13.

That is, in addition to the HDMI receiver 81, the HDMI
receiving section 126 has an EDID ROM (Read Only
Memory) 85 that stores E-EDID, which is performance infor-
mation related to the performance (Configuration/capability)
of the HDMI receiving section 125 itself. The HDMI trans-
mitting section 115 reads, via the DDC 83, the E-EDID of the
HDMI receiving section 126 from the HDMI receiving sec-
tion 125 connected via the HDMI cable 13 and, on the basis of
this E-EDID, recognizes the performance settings of the
HDMI receiving section 124, that is, for example, image
formats (or profiles) supported by an electronic device having
the HDMI receiving section 124, for example, RGB,
YCbCr4:4:4, YCbCr4:2:2, and the like.

The CEC line 84 is formed by an unillustrated single signal
line included in the HDMI cable 13, and is used for perform-
ing bidirectional communication of control data between the
HDMI transmitting section 116 and the HDMI receiving
section 125.

Also, the HDMI cable 13 includes a line (HPD line) 86 that
is connected to a pin called HPD (Hot Plug Detect). By using
the line 86, a source device can detect the connection of a sink
device. Also, the HDMI cable 13 includes a line 87 (power
line) that is used to supply power from the source device to the
sink device. Further, the HDMI cable 13 includes a reserved
line 88.

FIG. 44 shows an example of TMDS transmission data.
FIG. 44 shows various periods of transmission data in the case
when image data in a horizontalxvertical format of 1920
pixelsx1080 lines is transmitted on the three TMDS channels
#0, #1, and #2 of HDMI.

During a Video Field in which transmission data is trans-
mitted on the three TMDS channels #0, #1, and #2 of HDMI,
three kinds of periods, a Video Data period, a Data Island
period, and a Control period exist depending on the kind of
transmission data.

Here, the Video Field period is the period from the rising
edge (active edge) of a given vertical sync signal to the rising
edge of the next vertical sync signal, and is divided into
horizontal blanking, vertical blanking, and Active Video that
is the period of the Video Field period minus horizontal blank-
ing and vertical blanking.

The Video Data period is allocated to the Active Video
period. In this Video Data period, data of 1920 pixelsx1080
lines of active pixels constituting one screen’s worth of
uncompressed image data is transmitted.

The Data Island period and the Control period are allocated
to horizontal blanking and vertical blanking. In this Data
Island period and Control period, auxiliary data is transmit-
ted. That is, a Data Island period is allocated to a portion of
each of horizontal blanking and vertical blanking. In this Data
Island period, of the auxiliary data, data not related to control,
for example, an audio data packet and the like, is transmitted.

The Control period is allocated to the other portion of each
of horizontal blanking and vertical blanking. In this Control
period, of the auxiliary data, data related to control, for
example, a vertical sync signal and a horizontal sync signal, a
control packet, and the like, is transmitted.

FIG. 45 shows an example of packing format when image
data (24 bits) is transmitted on the three TMDS channels #0,
#1, and #2 of HDMI. Three modes, RGB 4:4:4, YCbCr 4:4:4,
and YCbCr 4:2:2, are shown as transmission modes for image
data. Here, the relationship between a TMDS clock and a
pixel clock is such that TMDS clock=pixel clock.
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Inthe RGB 4:4:4 mode, 8-bit blue (B) data, 8-bit green (G)
data, and 8-bit red (R) data are placed in the data areas of
individual pixels in the TMDS channels #0, #1, and #2. In the
YCbCr 4:4:4 mode, 8-bit blue chrominance (Cb) data, 8-bit
luminance (Y) data, and 8-bit red chrominance (Cr) data are
placed in the data areas of individual pixels in the TMDS
channels #0, #1, and #2.

In the YCbCr 4:2:2 mode, in the data areas of individual
pixels in the TMDS channel #0, the data of bit 0 to bit 3 of
luminance (Y) data is placed, and also the data of bit 0 to bit
3 of blue chrominance (Cb) data and the data of bit 0 to bit 3
of red chrominance (Cr) data are placed alternately pixel by
pixel. Also, in the YCbCr 4:2:2 mode, in the data areas of
individual pixels in the TMDS channel #1, the data of bit 4 to
bit 11 of luminance (Y) data is placed. Also, in the YCbCr
4:2:2 mode, in the data areas of individual pixels in the TMDS
channel #2, the data ot bit 4 to bit 11 of blue chrominance (Cb)
data and the data of bit4 to bit 11 of red chrominance (Cr) data
are placed alternately pixel by pixel.

FIG. 46 shows an example of packing format when deep
color image data (48 bits) is transmitted on the three TMDS
channels #0, #1, and #2 of HDMI. Two modes, RGB 4:4:4 and
YCbCr 4:4:4, are shown as transmission modes for image
data. Here, the relationship between a TMDS clock and a
pixel clock is such that TMDS clock=2xpixel clock.

In the RGB 4:4:4 mode, the data of bit 0 to bit 7 and data of
bit 8 to bit 15 of 16-bit blue (B) data are placed in the first half
and second half of the data area of each pixel in the TMDS
channel #0. Also, in the RGB 4:4:4 mode, the data of bit 0 to
bit 7 and data of bit 8 to bit 15 of 16-bit green (G) data are
placed in the first half and second half of the data area of each
pixel in the TMDS channel #1. Also, in the RGB 4:4:4 mode,
the data of bit 0 to bit 7 and data of bit 8 to bit 15 of 16-bitred
(R) data are placed in the first half and second half of the data
area of each pixel in the TMDS channel #2.

Also, in the YCbCr 4:4:4 mode, the data of bit 0 to bit 7 and
data of bit 8 to bit 15 of 16-bit blue chrominance (Cb) data are
placed in the first half and second half of the data area of each
pixel in the TMDS channel #0. Also, in the YCbCr 4:4:4
mode, the data of bit 0 to bit 7 and data of bit 8 to bit 15 of
16-bit luminance (Y) data are placed in the first half and
second half of the data area of each pixel in the TMDS
channel #1. Also, in the YCbCr 4:4:4 mode, the data of bit 0
to bit 7 and data of bit 8 to bit 15 of 16-bit red chrominance
(Cr) data are placed in the first half and second half of the data
area of each pixel in the TMDS channel #2.

Since there are no specifications for transmission of stereo
image data between HDMI-connected devices which will be
put into practice in the coming years, only connections
between those of the same manufacture can be realized. In
particular, there is no interconnection guarantee for connec-
tions with other manufactures’ sets. For example, in Patent
Document 1, although a proposal is made with regard to the
transmission mode for stereo image data and its determina-
tion, no proposal is made about transmission via a digital
interface such as HDMI. Also, in Patent Document 2,
although a proposal is made about the transmission mode for
stereo image data using television broadcast radio waves, no
proposal is made about transmission via a digital interface.
Patent Document 1: Japanese Unexamined Patent Applica-
tion Publication No. 2003-111101
Patent Document 2: Japanese Unexamined Patent Applica-
tion Publication No. 2005-6114
Non-Patent Document 1: High-Definition Multimedia Inter-
face Specification Version 1.3a, Nov. 10, 2006
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DISCLOSURE OF INVENTION

Technical Problem

As described above, in the related art, no proposal has been
made about specifications for transmission of stereo image
data via a digital interface such as HDMI.

An object of this invention is to make it possible to perform
transmission of stereo image data between devices in a favor-
able manner.

Technical Solution

The concept of this invention resides in a transmitting
apparatus including: a data transmitting section that transmits
stereo image data for displaying a stereoscopic image, to an
external device via a transmission path; a transmission-mode-
information receiving section that receives transmission
mode information transmitted from the external device via
the transmission path, the transmission mode information
indicating transmission modes for stereo image data that can
be supported by the external device; a transmission mode
selecting section that selects a predetermined transmission
mode as a transmission mode for the stereo image data trans-
mitted by the data transmitting section, from among the trans-
mission modes for stereo image data that can be supported by
the external device, on the basis of the transmission mode
information received by the transmission-mode-information
receiving section; and a transmission-mode-information
transmitting section that transmits transmission mode infor-
mation on the stereo image data transmitted by the data trans-
mitting section, to the external device via the transmission
path.

Also, the concept of this invention resides in a receiving
apparatus including: a data receiving section that receives
stereo image data for displaying a stereoscopic image, from
an external device via a transmission path; a transmission-
mode-information receiving section that receives transmis-
sion mode information on the stereo image data received by
the data receiving section, from the external device; a data
processing section that processes the stereo image data
received by the data receiving section, on the basis of the
transmission mode information received by the transmission-
mode-information receiving section, to generate left eye
image data and right eye image data; a transmission-mode-
information storing section that stores transmission mode
information on transmission modes for stereo image data that
can be supported by the receiving apparatus itself; and a
transmission-mode-information transmitting section that
transmits the transmission mode information stored by the
transmission-mode-information storing section, to the exter-
nal device via the transmission path.

In this invention, the transmitting apparatus receives, from
the external device (receiving apparatus), information on
transmission modes for stereo image data that can be sup-
ported by this external device, via the transmission path. In
this case, the receiving apparatus stores, in the storing section,
information on transmission modes for stereo image data
supported by the receiving apparatus itself, and transmits this
transmission mode information to the external device (trans-
mitting apparatus) via the transmission path.

On the basis of the transmission mode information
received from the external device (receiving apparatus), the
transmitting apparatus selects a predetermined transmission
mode from among the transmission modes for stereo image
data that can be supported by the external device. In this case,
for example, if there are a plurality of transmission modes for
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stereo image data that can be supported by the external
device, the transmitting apparatus selects a transmission
mode with the least image degradation.

For example, the transmitting apparatus receives transmis-
sion rate information on the transmission path from the exter-
nal device (receiving apparatus). In this case, the receiving
apparatus acquires the transmission rate information on the
transmission path on the basis of the data reception status
such as error rate, and transmits this transmission rate infor-
mation to the external device (transmitting apparatus) via the
transmission path.

Upon receiving the transmission rate information on the
transmission path from the external device, as described
above, the transmitting apparatus selects a predetermined
transmission mode on the basis of the transmission rate infor-
mation on the transmission path, in addition to the informa-
tion on transmission modes for stereo image data that can be
supported by the external device. For example, the transmit-
ting apparatus selects, as the predetermined transmission
mode, a transmission mode which is a transmission mode for
stereo image data that can be supported by the external
device, and with which the transmission rate required for
transmission of stereo image data falls within the transmis-
sion rate of the transmission path. Thus, the transmitting
apparatus can transmit stereo image data to the receiving
apparatus in a favorable manner at all times irrespective of a
change in the status of the transmission path.

The transmitting apparatus transmits stereo image data in
the selected transmission mode to the external device (receiv-
ing apparatus) via the transmission path. For example, the
transmitting apparatus transmits the stereo image data to the
external apparatus by differential signals on a plurality of
channels via the transmission path. For example, in the case in
which the stereo image data includes two-dimensional image
data and depth data corresponding to each pixel, the transmit-
ting apparatus transmits by placing, in a data area of each
pixel, pixel data constituting the two-dimensional data and
the depth data corresponding to the pixel data.

Also, for example, the stereo image data includes first data
and second data, and the transmitting apparatus transmits the
first data to the external device via a first transmission path,
and transmits the second data to the external device via a
second transmission path. For example, the second transmis-
sion path is a bidirectional communication path formed by
using a predetermined line of the first transmission path, and
the transmitting apparatus transmits the first data to the exter-
nal device via the first transmission path by differential sig-
nals on a plurality of channels, and transmits the second data
to the external device via the bidirectional transmission path.
For example, the first data is left eye image data or right eye
image data, and the second data is the right eye image data or
the left eye image data. Also, for example, the first data is
two-dimensional image data, and the second data is depth
data corresponding to each pixel.

The transmitting apparatus transmits information on the
transmission mode for stereo image data to be transmitted, to
the external device (receiving apparatus) via the transmission
path. For example, the transmitting apparatus transmits trans-
mission mode information to the external device by inserting
the information in the blanking period of the stereo image
data. Also, for example, the transmitting apparatus transmits
transmission mode information to the external device via a
control data line constituting the transmission path.

Also, for example, the transmitting apparatus transmits
transmission mode information to the external device via a
bidirectional communication path formed by using a prede-
termined line of the transmission path. For example, the bidi-
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rectional communication path is a pair of differential trans-
mission paths, and at least one of the pair of differential
transmission paths has a function of notifying a connection
status of the external device by a DC bias potential (HPD line
and the like of the HDMI cable).

The receiving apparatus receives stereo image data trans-
mitted from the external device (transmitting apparatus).
Also, the receiving apparatus receives transmission mode
information on the stereo image data transmitted from the
external device. Then, the receiving apparatus processes the
received stereo image data on the basis of the transmission
mode information, thereby generating left eye image data and
right eye image data.

In this way, when transmitting stereo image data from the
transmitting apparatus to the receiving apparatus, the trans-
mitting apparatus decides the transmission mode for the ste-
reo image data to be transmitted, by receiving information on
transmission modes for stereo image data that can be sup-
ported by the receiving apparatus. Also, at this time, the
transmitting apparatus transmits transmission mode informa-
tion on the stereo image data to be transmitted, to the receiv-
ing apparatus. Thus, transmission of stereo image data
between the transmitting apparatus and the receiving appara-
tus (between devices) can be performed in a favorable man-
ner.

Advantageous Effects

According to this invention, when the transmitting appa-
ratus transmits stereo image data to the receiving apparatus
(external device), the transmitting apparatus receives, from
this external device, information on transmission modes for
stereo image data that can be supported by the external
device, and decides the transmission mode for the stereo
image data to be transmitted. Also, the transmitting apparatus
transmits, to the external device, information on the transmis-
sion mode for the stereo image data to be transmitted, thereby
making it possible to perform transmission of stereo image
data between devices in a favorable manner.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram showing an example of the
configuration of an AV system according to an embodiment of
this invention.

FIG. 2 is a diagram showing a “field sequential mode” and
a “phase difference plate mode”, which are examples of dis-
play modes for a stereoscopic image.

FIG. 3 is a block diagram showing an example of the
configuration of a disc player (source device) constituting an
AV system.

FIG. 4 is a block diagram showing an example of the
configuration of a television receiver (sink device) constitut-
ing an AV system.

FIG. 5 is a block diagram showing an example of the
configuration of an HDMI transmitting section (HDMI
source) and an HDMI receiving section (HDMI sink).

FIG. 6 is a block diagram showing an example of the
configuration of an HDMI transmitter constituting an HDMI
transmitting section, and an HDMI receiver constituting an
HDMI receiving section.

FIG. 7 is a diagram showing an example of the structure of
TMDS transmission data (in the case when image data in a
horizontalxvertical format of 1920 pixelsx 1080 lines is trans-
mitted).
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FIG. 8 is a diagram showing the pin arrangement (type A)
of HDMI terminals to which HDMI cables of a source device
and a sink device are connected.

FIG. 9 is a connection diagram showing an example of the
configuration of a high-speed data line interface, which is a
bidirectional communication path formed by using a reserved
line and HDD line of an HDMI cable, in a source device and
a sink device.

FIG. 10 is a diagram showing left eye (L) and right eye (R)
image data (image data in a 1920x1080p pixel format).

FIG. 11 is a diagram for explaining, as transmission modes
for 3D (stereo) image data, (a) a mode in which the pixel data
of left eye image data and the pixel data of right eye image
data are transmitted while being switched sequentially at
every TMDS clock, (b) a mode in which one line of left eye
image data and one line of right eye image data are transmit-
ted alternately, and (c¢) a mode in which left eye image data
and right eye image data are transmitted while being switched
sequentially field by field.

FIG. 12 is a diagram for explaining, as transmission modes
for 3D (stereo) image data, (a) a mode in which one line of left
eye image data and one line of right eye image data are
transmitted alternately, (b) a mode in which the data of each
line of left eye image data is transmitted in the first half of the
vertical direction, and the data of each line of left eye image
data is transmitted in the second half of the vertical direction,
and (c) a mode in which the pixel data of left eye image data
is transmitted in the first half of the horizontal direction, and
the pixel data of left eye image data is transmitted in the
second half of the horizontal direction.

FIG. 13 is a diagram showing an example of TMDS trans-
mission data in a mode (Mode (1)) in which the pixel data of
left eye image data and the pixel data of right eye image data
are transmitted while being switched sequentially at every
TMDS clock.

FIG. 14 is a diagram showing an example of packing for-
mat when transmitting 3D image data in Mode (1) on three
TMDS channels #0, #1, and #2 of HDMI.

FIG. 15 is a diagram showing an example of TMDS trans-
mission data in a mode (Mode (2)) in which one line of left
eye image data and one line of right eye image data are
transmitted alternately.

FIG. 16 is a diagram showing an example of packing for-
mat when transmitting 3D image data in Mode (2) on three
TMDS channels #0, #1, and #2 of HDMI.

FIG. 17 is a diagram showing an example of TMDS trans-
mission data in a mode (Mode (3)) in which left eye image
data and right eye image data are switched sequentially field
by field.

FIG. 18 is a diagram showing an example of the packing
format in odd-numbered fields when transmitting 3D image
data in Mode (3) on three TMDS channels #0, #1, and #2 of
HDMI.

FIG. 19 is a diagram showing an example of the packing
format in even-numbered fields when transmitting 3D image
data in Mode (3) on three TMDS channels #0, #1, and #2 of
HDMI.

FIG. 20 is a diagram showing an example of TMDS trans-
mission data in a mode (Mode (4)) in which one line of left
eye image data and one line of right eye image data are
transmitted alternately.

FIG. 21 is a diagram showing an example of packing for-
mat when transmitting 3D image data in Mode (4) on three
TMDS channels #0, #1, and #2 of HDMI.

FIG. 22 is a diagram showing an example of TMDS trans-
mission data in a mode (Mode (5)) in which the data of each
line of left eye image data is transmitted in the first half of the
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vertical direction, and the data of each line of left eye image
data is transmitted in the second half of the vertical direction.

FIG. 23 is a diagram showing an example of packing for-
mat in the first vertical half when transmitting 3D image data
in Mode (5) on three TMDS channels #0, #1, and #2 of
HDMI.

FIG. 24 is a diagram showing an example of packing for-
mat in the second vertical half when transmitting 3D image
data in Mode (5) on three TMDS channels #0, #1, and #2 of
HDMI.

FIG. 25 is a diagram showing an example of TMDS trans-
mission data in a mode (Mode (6)) in which the pixel data of
left eye image data is transmitted in the first half of the
horizontal direction, and the pixel data of left eye image data
is transmitted in the second half of the horizontal direction.

FIG. 26 is a diagram showing an example of packing for-
mat when transmitting 3D image data in Mode (6) on three
TMDS channels #0, #1, and #2 of HDMI.

FIG. 27 is a diagram showing two-dimensional (2D) image
data and depth data that constitute 3D image data in the
MPEG-C mode.

FIG. 28 is a diagram showing an example of TMDS trans-
mission data in the MPEG-C mode.

FIG. 29 shows an example of packing format when trans-
mitting 3D image data in the MPEG-C mode on three TMDS
channels #0, #1, and #2 of HDMI.

FIG. 30 is a diagram for explaining a decoding process in
a sink device (television receiver) that has received 3D image
data in the MPEG-C mode.

FIG. 31 is a diagram showing an example of the data
structure of E-EDID stored in a sink device (television
receiver).

FIG. 32 is a diagram showing an example of the data
structure of a Vender Specific area of E-EDID.

FIG. 33 is a diagram showing an example of the data
structure of an AVI InfoFrame packet, which is placed in a
Data Island period.

FIG. 34 is a diagram showing an example of video format
data.

FIG. 35 is adiagram showing an example of the structure of
a GCP (General Control Protocol) packet for transmitting
Deep Color information.

FIG. 36 is a diagram showing an example of the data
structure of an Audio InfoFrame packet, which is placed in a
Data Island period.

FIG. 37 is a flowchart showing a procedure in a disc player
(source device) at the time of connection of a television
receiver (sink device).

FIG. 38 is a diagram showing the procedure of a decision
process for a 3D image data transmission mode in a disc
player (source device).

FIG. 39 is a diagram showing an example of the configu-
ration of a DP system using a DP interface as a baseband
digital interface.

FIG. 40 is a diagram showing an example of the configu-
ration of a wireless system using a wireless interface as a
baseband digital interface.

FIG. 41 is a diagram showing an example of the configu-
ration of a transmission system that decides the transmission
mode for 3D image data by checking the transmission rate of
a transmission path.

FIG. 42 is a diagram showing an example of the configu-
ration of an AV system using an HDMI interface according to
the related art.

FIG. 43 is a block diagram showing an example of the
configuration of the HDMI transmitting section of a disc
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player (source device), and the HDMI receiving section of a
television receiver (sink device).

FIG. 44 is a diagram showing an example of TMDS trans-
mission data in the case when image data in a horizontalx
vertical format of 1920 pixelsx1080 lines is transmitted.

FIG. 45 is a diagram showing an example of packing for-
mat when transmitting image data (24 bits) on three TMDS
channels #0, #1, and #2 of HDMI.

FIG. 46 is a diagram showing an example of packing for-
mat when transmitting deep color image data (48 bits) on
three TMDS channels #0, #1, and #2 of HDMI.

BEST MODES FOR CARRYING OUT THE
INVENTION

Hereinbelow, embodiments of this invention will be
described with reference to the drawings. FIG. 1 shows an
example of the configuration of an AV (Audio Visual) system
200 as an embodiment. The AV system 200 has a disc player
210 as a source device, and a television receiver 250 as a sink
device.

The disc player 210 and the television receiver 250 are
connected to each other via an HDMI cable 350. The disc
player 210 is provided with an HDMI terminal 211 connected
with an HDMI transmitting section (HDMI TX) 212 and a
high-speed data line interface (I/F) 213. The television
receiver 250 is provided with an HDMI terminal 251 con-
nected with an HDMI receiving section (HDMI RX) 252 and
a high-speed data line interface (I/F) 253. One end of the
HDMI cable 350 is connected to the HDMI terminal 211 of
the disc player 210, and the other end of the HDMI cable 350
is connected to the HDMI terminal 251 of the television
receiver 250.

In the AV system 200 shown in FIG. 1, uncompressed
(baseband) image data obtained by being played back on the
disc player 210 is transmitted to the television receiver 250
via the HDMI cable 350, and an image based on the image
data transmitted from the disc player 210 is displayed on the
television receiver 250. Also, uncompressed audio data
obtained by being played back on the disc player 210 is
transmitted to the television receiver 250 via the HDMI cable
350, and audio based on the audio data transmitted from the
disc player 210 is outputted on the television receiver 250.

It should be noted that in the case where image data trans-
mitted from the disc player 210 is 3D image data (stereo
image data) for displaying a stereoscopic image, on the tele-
vision receiver 250, a stereoscopic image for presenting a
stereo image to the user is displayed.

A further description will be given of an example of display
mode for this stereoscopic image. As a display mode for a
stereoscopic image, there is, for example, a so-called “field
sequential mode” that is a mode in which, as shown in FIG.
2(a), a left-eye (L) image and a right-eye (R) image are
displayed alternately field by field. In this display mode,
driving at twice the normal frame rate is necessary on the
television receiver side. Also, in this display mode, while
there is no need to attach an optical film to the display section,
it is necessary to switch the opening and closing of the shut-
ters of left and right lens sections on the side of glasses worn
by the user, in synchronization with the fields on the display
section.

Also, as a display mode for a stereoscopic image, there is,
for example, a so-called “phase difference plate mode” that is
a mode in which, as shown in FIG. 2(5), a left-eye (L) image
and a right-eye (R) image are switched line by line. In this
display mode, such a polarizing plate that the orientation of
polarization differs by 90 degrees for every line is attached to
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the display section on the television receiver side. Stereo-
scopic vision is realized by blocking the light of an image to
the other eye with polarizing glasses worn by the user.

FIG. 3 shows an example of the configuration of the disc
player 210. The disc player 210 has the HDMI terminal 211,
the HDMI transmitting section 212, the high-speed data line
interface 213, and a DTCP (Digital Transmission Content
Protection) circuit 230. Also, the disc player 210 includes a
CPU (Central Processing Unit) 214, a CPU bus 215, a flash
ROM (Read Only Memory) 216, an SDRAM (Synchronous
DRAM) 217, a remote control receiving section 218, and a
remote control transmitter 219.

Also, the disc player 210 has an IDE interface 220, a BD
(Blu-ray Disc) driver 221, an internal bus 222, an Ethernet
interface (Ethernet I/F) 223, and a network terminal 224.
Also, the disc player 210 has an MPEG (Moving Picture
Expert Group) decoder 225, a graphics generating circuit
226, a video output terminal 227, an audio output terminal
228, and a 3D signal processing section 229. It should be
noted that “Ethernet” is a registered trademark.

The CPU 214, the flash ROM 216, the SDRAM 217, and
the remote control receiving section 218 are connected to the
CPU bus 215. Also, the CPU 214, the IDE interface 220, the
Ethernet interface 223, the DTCP circuit 230, and the MPEG
decoder 225 are connected to the internal bus 222.

The CPU 214 controls the operation of each section of the
disc player 210. The flash ROM 216 performs storage of
control software and saving of data. The SDRAM 217 con-
stitutes a work area for the CPU 214. The CPU 214 expands
software and data read from the flash ROM 216 onto the
DRAM 217 to activate the software, thereby controlling each
section of the disc player 210. The remote control receiving
section 218 receives a remote control signal (remote control
code) transmitted from the remote control transmitter 219,
and supplies the remote control signal to the CPU 214. The
CPU 214 controls each section of the disc player 210 in
accordance with the remote control code.

The BD drive 221 records content data onto a BD (not
shown) as a disc-shaped recording medium, or plays back
content data from this BD. The BD drive 221 is connected to
the internal bus 222 via the IDE interface 220. The MPEG
decoder 225 performs a decoding process on an MPEG2
stream played back by the BD drive 221 to thereby obtain
image and audio data.

The DTCP circuit 230 performs encryption as required
when transmitting content data played back by the BD drive
221 to a network via the network terminal 224, or from the
high-speed data line interface 213 to a bidirectional commu-
nication path via the HDMI terminal 211.

The graphics generating circuit 226 performs a graphics
data superimposing process or the like as required, on image
data obtained by the MPEG decoder 225. The video output
terminal 227 outputs image data outputted from the graphics
generating circuit 226. The audio output terminal 228 outputs
audio data obtained by the MPEG decoder 225.

The HDMI transmitting section (HDMI source) 212 trans-
mits baseband image (video) and audio data from the HDMI
terminal 211 through HDMI-compliant communication.
Details of the HDMI transmitting section 212 will be
described later. The high-speed data line interface 213 is an
interface for a bidirectional communication path formed by
using predetermined lines (reserved line and HPD line in this
embodiment) constituting the HDMI cable 350.

The high-speed data line interface 213 is inserted between
the Ethernet interface 223 and the HDMI terminal 211. The
high-speed data line interface 213 transmits transmission data
supplied from the CPU 214, to the device on the other party
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side via the HDMI cable 350 from the HDMI terminal 211.
Also, the high-speed data line interface 213 supplies recep-
tion data received from the device on the other party side via
the HDMI terminal 211 from the HDMI cable 350, to the
CPU 214. Details of the high-speed data line interface 213
will be described later.

The 3D signal processing section 229 processes, of the
image data obtained by the MPEG decoder 225, 3D image
data for displaying a stereoscopic image into a state appro-
priate to a transmission mode when transmitting the 3D
image data on TMDS channels of HDMI. Here, 3D image
datais formed by left eye image data and right eye image data,
or two-dimensional data and depth data corresponding to
each pixel (MPEG-C mode). Details about the kinds of 3D
image data transmission mode, selection of a transmissions
mode, the packing format in each mode, and the like will be
described later.

Operation of the disc player 210 shown in FIG. 3 will be
briefly described. At the time of recording, content data to be
recorded is acquired from the MPEG stream of an unillus-
trated digital tuner, or from the network terminal 224 via the
Ethernet interface 223, or from the HDMI terminal 211 via
the high-speed data line interface 213 and the Ethernet inter-
face 223. This content data is inputted to the IDE interface
220, and recorded onto a BD by the BD drive 221. Depending
on the case, the content data may be recorded onto an unil-
lustrated HDD (Hard Disk Drive) that is connected to the IDE
interface 220.

At the time of playback, content data (MPEG stream)
played back from a BD by the BD drive 221 is supplied to the
MPEG decoder 225 via the IDE interface 220. In the MPEG
decoder 225, a decoding process is performed on the played
back content data, thereby obtaining baseband image and
audio data. The image data is outputted to the video output
terminal 227 through the graphics generating circuit 226.
Also, the audio data is outputted to the audio output terminal
228.

Also, in the case where, at the time of this playback, the
image and audio data obtained by the MPEG decoder 225 are
transmitted on TMDS channels of HDMI, these image and
audio data are supplied to the HDMI transmitting section 212
and packed, and are outputted from the HDMI transmitting
section 212 to the HDMI terminal 211. It should be noted that
in the case where the image data is 3D image data, this 3D
image data is processed by the 3D signal processing section
229 into a state appropriate to a selected transmission mode,
before being supplied to the HDMI transmitting section 212.

Also, when transmitting content data played back by the
BD drive 221 to the network at the time of playback, the
content data is encrypted in the DTCP circuit 230, before
being outputted to the network terminal 224 via the Ethernet
interface 223. Likewise, when transmitting content data
played back by the BD drive 221 to the bidirectional commu-
nication path of the HDMI cable 350 at the time of playback,
the content data is encrypted in the DTCP circuit 230, before
being outputted to the HDMI terminal 211 via the Ethernet
interface 223 and the high-speed data line interface 213.

FIG. 4 shows an example of the configuration of the tele-
vision receiver 250. The television receiver 250 has the
HDMI terminal 251, the HDMI receiving section 252, the
high-speed data line interface 253, and a 3D signal processing
section 254. Also, the television receiver 250 has an antenna
terminal 255, a digital tuner 256, a demultiplexer 257, an
MPEG decoder 258, a video signal processing circuit 259, a
graphics generating circuit 260, a panel driver circuit 261, and
a display panel 262.
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Also, the television receiver 250 has an audio signal pro-
cessing circuit 263, an audio amplifier circuit 264, a loud-
speaker 265, an internal bus 270, a CPU 271, a flash ROM
272, and a DRAM (Dynamic Random Access Memory) 273.
Also, the television receiver 250 has an Ethernet interface
(Ethernet I/F) 274, a network terminal 275, a remote control
receiving section 276, a remote control transmitter 277, and a
DTCP circuit 278.

The antenna terminal 255 is a terminal to which a television
broadcast signal received by a receive antenna (not shown) is
inputted. The digital tuner 256 processes the television broad-
cast signal inputted to the antenna terminal 255, and outputs
a predetermined transport stream corresponding to a user-
selected channel. The demultiplexer 257 extracts a partial TS
(Transport Stream) (a TS packet of video dataand a TS packet
of audio data) corresponding to the user-selected channel,
from the transport stream obtained by the digital tuner 256.

Also, the demultiplexer 257 extracts PSI/SI (Program Spe-
cific Information/Service Information) from the transport
stream obtained by the digital tuner 256, and outputs the
PSI/SI to the CPU 271. The transport stream obtained by the
digital tuner 256 is multiplexed with a plurality of channels.
The process of extracting a partial TS on an arbitrary channel
from the transport stream by the demultiplexer 257 can be
performed by obtaining information on the packet ID (PID) of
the arbitrary channel from the PSI/SI (PAT/PMT).

The MPEG decoder 258 performs a decoding process on a
video PES (Packetized Elementary Stream) packet formed by
a TS packet of video data obtained by the demultiplexer 257,
thereby obtaining image data. Also, the MPEG decoder 258
performs a decoding process on an audio PES packet formed
by a TS packet of audio data obtained by the demultiplexer
257, thereby obtaining audio data.

The video signal processing circuit 259 and the graphics
generating circuit 260 perform a scaling process (resolution
conversion process), a graphics data superimposing process,
or the like on the image data obtained by the MPEG decoder
258, or the image data received by the HDMI receiving sec-
tion 252, as required. Also, in the case when image data
received by the HDMI receiving section 252 is 3D image
data, the video signal processing circuit 259 performs a pro-
cess for displaying a stereoscopic image (see FIG. 2), on the
left eye image data and the right eye image data. The panel
driver circuit 261 drives the display panel 262 on the basis of
the video (image) data outputted from the graphics generating
circuit 260.

The display panel 262 is formed by, for example, an LCD
(Liquid Crystal Display), a PDP (Plasma Display Panel), or
the like. The audio signal processing circuit 263 performs
necessary processing such as D/A conversion on the audio
data obtained by the MPEG decoder 258. The audio amplifier
circuit 264 amplifies an audio signal outputted from the audio
signal processing circuit 263 and supplies the audio signal to
the loudspeaker 265.

The CPU 271 controls the operation of each section of the
television receiver 250. The flash ROM 272 performs storage
of control software and saving of data. The DRAM 273 con-
stitutes a work area for the CPU 271. The CPU 271 expands
software and data read from the flash ROM 272 onto the
DRAM 273 to activate the software, thereby controlling each
section of the television receiver 250.

The remote control receiving section 276 receives aremote
control signal (remote control code) supplied from the remote
control transmitter 277, and supplies the remote control sig-
nal to the CPU 271. The CPU 271 controls each section of the
television receiver 250 on the basis of this remote control
code. The network terminal 275 is a terminal that connects to
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anetwork, and is connected to the Ethernet interface 274. The
CPU 271, the flash ROM 272, the DRAM 273, and the Eth-
ernet interface 274 are connected to the internal bus 270.

The DTCP circuit 278 decrypts encrypted data supplied
from the network terminal 275 or the high-speed data line
interface 253 to the Ethernet interface 274.

The HDMI receiving section (HDMI sink) 252 receives
baseband image (video) and audio data to be supplied to the
HDMI terminal 251 via the HDMI cable 350, through HDMI-
compliant communication. Details of the HDMI receiving
section 252 will be described later. Like the high-speed data
line interface 213 of the disc player 210 described above, the
high-speed data line interface 253 is an interface for a bidi-
rectional communication path formed by using predeter-
mined lines (reserved line and HPD line in this embodiment)
constituting the HDMI cable 350.

The high-speed data line interface 253 is inserted between
the Ethernet interface 274 and the HDMI terminal 251. The
high-speed data line interface 253 transmits transmission data
supplied from the CPU 271, to the device on the other party
side via the HDMI cable 350 from the HDMI terminal 251.
Also, the high-speed data line interface 253 supplies recep-
tion data received from the device on the other party side via
the HDMI terminal 251 from the HDMI cable 350, to the
CPU 271. Details of the high-speed data line interface 253
will be described later.

The 3D signal processing section 254 performs a process
(decoding process) according to a transmission mode, on 3D
image data received by the HDMI receiving section 252,
thereby generating left eye image data and right eye image
data. That is, the 3D signal processing section 254 acquires
left eye image data and right eye image data, or two-dimen-
sional image data and depth data, which constitute 3D image
data, by performing a process reverse to that in the 3D signal
processing section 229 of the disc player 210 described
above. Also, in the case when two-dimensional data and depth
data are acquired (MPEG-C mode), the 3D signal processing
section 229 performs a computation for generating left eye
image data and right eye image data by using the two-dimen-
sional data and the depth data.

Operation of the television receiver 250 shown in FIG. 4
will be briefly described. A television broadcast signal input-
ted to the antenna terminal 255 is supplied to the digital tuner
256. In the digital tuner 256, the television signal is processed
to output a predetermined transport stream corresponding to
a user-selected channel, and the predetermined transport
stream is supplied to the demultiplexer 257. In the demulti-
plexer 257, a partial TS (a TS packet of video data and a TS
packet of audio data) corresponding to the user-selected chan-
nel is extracted from the transport stream, and the partial TS
is supplied to the MPEG decoder 258.

In the MPEG decoder 258, a decoding process is per-
formed on the video PES packet formed by the TS packet of
video data, thereby obtaining video data. This video data
undergoes a scaling process (resolution conversion process),
a scaling process, a graphics data superimposing process, and
the like as required in the video signal processing circuit 259
and the graphics generating circuit 260, before being supplied
to the panel driver circuit 261. Consequently, an image cor-
responding to the user-selected channel is displayed on the
display panel 262.

Also, in the MPEG decoder 258, a decoding process is
performed on the audio PES packet formed by the TS packet
of'audio data, thereby obtaining audio data. This audio data
undergoes necessary processing, such as D/A conversion, in
the audio signal processing circuit 263, and is further ampli-
fied in the audio amplifier circuit 264, before being supplied
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to the loudspeaker 265. Consequently, audio corresponding
to the user-selected channel is outputted from the loudspeaker
265.

Also, encrypted content data (image data and audio data)
supplied from the network terminal 275 to the Ethernet inter-
face 274, or supplied from the HDMI terminal 251 to the
Ethernet interface 274 via the high-speed data line interface
253, is decrypted in the DTCP circuit 274, before being
supplied to the MPEG decoder 258. Thereafter, the operation
is the same as that at the time of receiving a television broad-
cast signal described above, so that an image is displayed on
the display panel 262, and audio is outputted from the loud-
speaker 265.

Also, in the HDMI receiving section 252, image data and
audio data transmitted from the disc player 210 connected to
the HDMI terminal 251 via the HDMI cable 350 are acquired.
The image data is supplied to the video signal processing
circuit 259 via the 3D signal processing section 254. Also, the
audio data is directly supplied to the audio signal processing
circuit 263. Thereafter, the operation is the same as that at the
time of receiving a television broadcast signal described
above, so that an image is displayed on the display panel 262,
and audio is outputted from the loudspeaker 265.

It should be noted that in the case when image data received
by the HDMI receiving section 252 is 3D image data, in the
3D signal processing section 254, a process (decoding pro-
cess) corresponding to a transmission mode is performed on
the 3D image data, and left eye image data and right eye
image data are generated. Then, the left eye image data and
right eye image data are supplied from the 3D signal process-
ing section 254 to the video signal processing circuit 259.
Also, in the case when the left eye image data and right eye
image data that constitute 3D image data are supplied, in the
video signal processing circuit 259, image data for displaying
a stereoscopic image (see FIG. 2) is generated on the basis of
the left eye image data and the right eye image data. Conse-
quently, a stereoscopic image is displayed on the display
panel 262.

FIG. 5 shows an example of the configuration of the HDMI
transmitting section (HDMI source) 212 of the disc player
210, and the HDMI receiving section (HDMI sink) 252 of the
television receiver 250 in the AV system 200 in FIG. 1.

The HDMI transmitting section 212 unidirectionally trans-
mits differential signals corresponding to uncompressed
pixel data of one screen’s worth of image to the HDMI receiv-
ing section 252 on a plurality of channels during a valid image
period (hereafter, also referred to as Active Video period as
appropriate), which is a period from one vertical sync signal
to the next vertical sync signal minus a horizontal blanking
period and a vertical blanking period, and also unidirection-
ally transmits differential signals corresponding to at least
audio data and control data accompanying the image, other
auxiliary data, or the like to the HDMI receiving section 252
on a plurality of channels during the horizontal blanking
period or the vertical blanking period.

That is, the HDMI transmitting section 212 has the HDMI
transmitter 81. The transmitter 81 converts uncompressed
pixel data of an image into corresponding differential signals,
and unidirectionally transmits the differential signals serially
to the HDMI receiving section 252 connected via the HDMI
cable 350, on a plurality of channels that are three TMDS
channels #0, #1, and #2.

Also, the transmitter 81 converts uncompressed audio data
accompanying an image, and further, necessary control data,
other auxiliary data, and the like into corresponding differen-
tial signals, and unidirectionally transmits the differential
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signals serially to the HDMI sink 252 connected via the
HDMI cable 350, on the three TMDS channels #0, #1, and #2.

Further, the transmitter 81 transmits a pixel clock synchro-
nized with pixel data transmitted on the three TMDS channels
#0, #1, and #2, to the HDMI receiving section 252 connected
via the HDMI cable 350, on a TMDS clock channel. Here, on
a single TMDS channel #i (i=0, 1, 2), 10-bit pixel data is
transmitted during one clock cycle of the pixel clock.

During an Active Video period, the HDMI receiving sec-
tion 252 receives differential signals corresponding to pixel
data unidirectionally transmitted from the HDMI transmit-
ting section 212 on a plurality of channels, and during a
horizontal blanking period or a vertical blanking period,
receives differential signals corresponding to audio data and
control data unidirectionally transmitted from the HDMI
transmitting section 212 on a plurality of channels.

That is, the HDMI receiving section 252 has the HDMI
receiver 82. The receiver 82 receives differential signals cor-
responding to pixel data and differential signals correspond-
ing to audio data and control data, which are unidirectionally
transmitted from the HDMI transmitting section 212 con-
nected via the HDMI cable 350, on the TMDS channels #0,
#1, and #2 in synchronization with a pixel clock that is simi-
larly transmitted from the HDMI transmitting section 212 on
the TMDS clock channel.

In addition to the three TMDS channels #0 through #2
serving as transmission channels for serially transmitting
pixel data and audio data unidirectionally from the HDMI
transmitting section 212 to the HDMI receiving section 252 in
synchronization with a pixel clock, and the TMDS clock
channel serving as a transmission channel for transmitting the
pixel clock, transmission channels in an HDMI system
formed by the HDMI transmitting section 212 and the HDMI
receiving section 252 include transmission channels called
the DDC (Display Data Channel) 83 and the CEC (Consumer
Electronics Control) line 84.

The DDC 83 is formed by two unillustrated signal lines
included in the HDMI cable 350, and is used for the HDMI
transmitting section 212 to read E-EDID (Enhanced
Extended Display Identification Data) from the HDMI
receiving section 252 that is connected via the HDMI cable
350.

That is, in addition to the HDMI receiver 81, the HDMI
receiving section 252 has the EDID ROM (Read Only
Memory) 85 that stores E-EDID, which is performance infor-
mation related to the performance (Configuration/capability)
of the HDMI receiving section 252 itself. The HDMI trans-
mitting section 212 reads, via the DDC 83, the E-EDID of'the
HDMI receiving section 252 from the HDMI receiving sec-
tion 252 connected via the HDMI cable 350, in response to a
request from the CPU 214, for example. The HDMI transmit-
ting section 212 transmits the read E-EDID to the CPU 214.
The CPU 214 stores this E-EDID onto the flash ROM 272 or
the DRAM 273.

The CPU 214 can recognize the performance settings of
the HDMI receiving section 252 on the basis of this E-EDID.
For example, the CPU 214 recognizes image formats (or
profiles) supported by an electronic device having the HDMI
receiving section 252, for example, RGB, YCbCr4:4:4,
YCbCr4:2:2, and the like. Also, in this embodiment, on the
basis of 3D image data transmission mode information
included in the E-EDID, the CPU 214 recognizes the trans-
mission modes for 3D image/audio data that can be supported
by the electronic device having the HDMI receiving section
252.

The CEC line 84 is formed by an unillustrated single signal
line included in the HDMI cable 350, and is used for perform-
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ing bidirectional communication of control data between the
HDMI transmitting section 212 and the HDMI receiving
section 252.

Also, the HDMI cable 350 includes the line (HPD line) 86
that is connected to a pin called HPD (Hot Plug Detect). By
using the line 86, a source device can detect the connection of
a sink device. Also, the HDMI cable 350 includes the line 87
(power line) that is used to supply power from the source
device to the sink device. Further, the HDMI cable 350
includes the reserved line 88.

FIG. 6 shows an example of the configuration of the HDMI
transmitter 81 and the HDMI receiver 82 in FIG. 5.

The HDMI transmitter 81 has three encoders/serializers
81A, 81B, and 81C corresponding to the three TMDS chan-
nels #0, #1, and #2, respectively. Further, each of the three
encoders/serializers 81A, 81B, and 81C encodes image data,
auxiliary data, and control data supplied thereto to perform
conversion from parallel data to serial data, and transmits the
serial data by differential signals. Here, if the image data has
three components, R (Red), G (Green), and B (Blue), for
example, the B component is supplied to the encoder/serial-
izer 81A, the G component is supplied to the encoder/serial-
izer 81B, and the R component is supplied to the encoder/
serializer 81C.

Also, the auxiliary data include, for example, audio data
and control packets. For example, the control packets are
supplied to the encoder/serializer 81A, and the audio data is
supplied to the encoder/serializers 81B and 81C.

Further, the control data includes a 1-bit vertical sync sig-
nal (VSYNC), a 1-bit horizontal sync signal (HSYNC), and
control bits CTL.0, CTL1, CTL2, and CTL3 each having 1 bit.
The vertical sync signal and the horizontal sync signal are
supplied to the encoder/serializer 81 A. The control bits CTL0
and CTL1 are supplied to the encoder/serializer 81B, and the
control bits CTL2 and CTL3 are supplied to the encoder/
serializer 81C.

The encoder/serializer 81A transmits the B component of
image data, a vertical sync signal and a horizontal sync signal,
and auxiliary data which are supplied thereto, in a time divi-
sion manner. That is, the encoder/serializer 81 A converts the
B component of image data supplied thereto into parallel data
in units of 8 bits as a fixed number of bits. Further, the
encoder/serializer 81A encodes and converts the parallel data
into serial data, and transmits the serial data on the TMDS
channel #0.

Also, the encoder/serializer 81A encodes and converts
2-bit parallel data of a vertical sync signal and a horizontal
sync signal supplied thereto into serial data, and transmits the
serial data on the TMDS channel #0. Further, the encoder/
serializer 81 A converts auxiliary data supplied thereto into
parallel data in units of 4 bits. Then, the encoder/serializer
81A encodes and converts the parallel data into serial data,
and transmits the serial data on the TMDS channel #0.

The encoder/serializer 81B transmits the G component of
image data, control bits CTL0 and CTL1, and auxiliary data
which are supplied thereto, in a time division manner. That is,
the encoder/serializer 81B converts the G component of
image data supplied thereto into parallel data in units of 8 bits
as a fixed number of bits. Further, the encoder/serializer 81B
encodes and converts the parallel data into serial data, and
transmits the serial data on the TMDS channel #1.

Also, the encoder/serializer 81B encodes and converts
2-bit parallel data of control bits CTL.0 and CTL1 supplied
thereto into serial data, and transmits the serial data on the
TMDS channel #1. Further, the encoder/serializer 81B con-
verts the auxiliary data supplied thereto into parallel data in
units of 4 bits. Then, the encoder/serializer 81B encodes and
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converts the parallel data into serial data, and transmits the
serial data on the TMDS channel #1.

The encoder/serializer 81C transmits the R component of
image data, control bits CTL.2 and CTL3, and auxiliary data
which are supplied thereto, in a time division manner. That is,
the encoder/serializer 81C converts the R component of
image data supplied thereto into parallel data in units of 8 bits
as a fixed number of bits. Further, the encoder/serializer 81C
encodes and converts the parallel data into serial data, and
transmits the serial data on the TMDS channel #2.

Also, the encoder/serializer 81C encodes and converts
2-bit parallel data of control bits CTL.2 and CTL3 supplied
thereto into serial data, and transmits the serial data on the
TMDS channel #2. Further, the encoder/serializer 81C con-
verts the auxiliary data supplied thereto into parallel data in
units of 4 bits. Then, the encoder/serializer 81C encodes and
converts the parallel data into serial data, and transmits the
serial data on the TMDS channel #2.

The HDMI receiver 82 has three recoveries/decoders 82A,
82B, and 82C corresponding to the three TMDS channels #0,
#1, and #2, respectively. Each of the recoveries/decoders
82A, 82B, and 82C receives image data, auxiliary data, and
control data transmitted by differential signals on the TMDS
channels #0, #1, and #2. Further, each of the recoveries/
decoders 82A, 82B, and 82C converts the received image
data, auxiliary data, and control data from serial data to par-
allel data, and decodes and outputs the parallel data.

That is, the recovery/decoder 82A receives the B compo-
nent of image data, a vertical sync signal, a horizontal sync
signal, and auxiliary data which are transmitted by differen-
tial signals on the TMDS channel #0. Then, the recovery/
decoder 82A converts the B component of image data, the
vertical sync signal, the horizontal sync signal, and the aux-
iliary data from serial data to parallel data, and decodes and
outputs the parallel data.

The recovery/decoder 82B receives the G component of
image data, control bits CTL0 and CTL1, and auxiliary data
which are transmitted by differential signals on the TMDS
channel #1. Then, the recovery/decoder 82B converts the G
component of image data, the control bits CTL0 and CTL1,
and the auxiliary data from serial data to parallel data, and
decodes and outputs the parallel data.

The recovery/decoder 82C receives the R component of
image data, control bits CTL.2 and CTL3, and auxiliary data
which are transmitted by differential signals on the TMDS
channel #2. Then, the recovery/decoder 82C converts the R
component of image data, the control bits CTL2 and CTL3,
and the auxiliary data from serial data to parallel data, and
decodes and outputs the parallel data.

FIG. 7 shows an example of the structure of TMDS trans-
mission data. FIG. 7 shows various periods of transmission
data in the case when image data in a horizontalxvertical
format of 1920 pixelsx 1080 lines is transmitted on the three
TMDS channels #0, #1, and #2.

During a Video Field in which transmission data is trans-
mitted on the three TMDS channels #0, #1, and #2 of HDMI,
three kinds of periods, a Video Data period, a Data Island
period, and a Control period exist depending on the kind of
transmission data.

Here, the Video Field period is the period from the rising
edge (active edge) of a given vertical sync signal to the rising
edge of the next vertical sync signal, and is divided into
horizontal blanking, vertical blanking, and Active Video that
is the period of the Video Field period minus the horizontal
blanking and the vertical blanking.

The Video Data period is allocated to the Active Video
period. In this Video Data period, data of 1920 pixelsx1080
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lines of active pixels constituting one screen’s worth of
uncompressed image data is transmitted.

The Data Island period and the Control period are allocated
to horizontal blanking and vertical blanking. In this Data
Island period and Control period, auxiliary data is transmit-
ted. That is, a Data Island period is allocated to a portion of
each of horizontal blanking and vertical blanking. In this Data
Island period, of the auxiliary data, data not related to control,
for example, an audio data packet and the like, is transmitted.

The Control period is allocated to the other portion of each
of horizontal blanking and vertical blanking. In this Control
period, of the auxiliary data, data related to control, for
example, a vertical sync signal, a horizontal sync signal, a
control packet, and the like, is transmitted.

FIG. 8 shows pin arrangement of the HDMI terminals 211
and 251. The pin arrangement shown in FIG. 8 is called
type-A.

Two lines as differential lines along which TMDS Data #i+
and TMDS Data #i- as differential signals on TMDS channel
# are transmitted are connected to pins (pins whose pin
numbers are 1, 4, and 7) to which TMDS Data #i+ is allocated,
and pins (pins whose pin numbers are 3, 6, and 9) to which
TMDS Data #i- is allocated.

Also, the CEC line 84 along which a CEC signal as control
data is transmitted is connected to a pin whose pin number is
13. A pin whose pin number is 14 is a reserved pin. Also, aline
along which an SDA (Serial Data) signal such as E-EDID is
transmitted is connected to a pin whose pin number is 16. A
line along which an SCL (Serial Clock) signal as a clock
signal used for synchronization at the time of SDA signal
transmission and reception is transmitted is connected to a pin
whose pin number is 15. The above-mentioned DDC 83 is
formed by the line along which an SDA signal is transmitted
and the line along which an SCL signal is transmitted.

Also, the HPD line 86 for a source device to detect the
connection of a sink device as described above is connected to
a pin whose pin number is 19. Also, the line 87 for supplying
power as described above is connected to a pin whose pin
number is 18.

Next, a description will be given of the high-speed data
interface 213 of the disc player 210 and the high-speed data
interface 253 of the television receiver 250. It should be noted
that here, the description will be given with the disc player
210 as a source device and the television receiver 250 as a sink
device.

FIG. 9 shows an example of the configuration of the high-
speed data line interface of a source device and a sink device.
This high-speed data line interface constitutes a communica-
tion section that performs LAN (Local Area Network) com-
munication. This communication section performs commu-
nication by use of a bidirectional communication path formed
by, among a plurality of lines constituting the HDMI cable, a
pair of differential transmission lines, which in this embodi-
ment are the reserved line (Ethernet+line) corresponding to
the reserve pin (14-pin), and the HPD line (Ethernet-line)
corresponding to the HPD pin (19-pin).

The source device has a LAN signal transmitting circuit
411, a terminal resistor 412, AC coupling capacitors 413 and
414, a LAN signal receiving circuit 415, a subtraction circuit
416, a pullup resistor 421, a resistor 422 and a capacitor 423
that constitute a lowpass filter, a comparator 424, a pulldown
resistor 431, a resistor 432 and a capacitor 433 that constitute
a lowpass filter, and a comparator 434. Here, the high-speed
data line interface (high-speed data line I/F) includes the LAN
signal transmitting circuit 411, the terminal resistor 412, the
AC coupling capacitors 413 and 414, the LAN signal receiv-
ing circuit 415, and the subtraction circuit 416.
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A series circuit of the pullup resistor 421, the AC coupling
capacitor 413, the terminal resistor 412, the AC coupling
capacitor 414, and the pulldown resistor 431 is connected
between a power supply line (+5.0 V) and a ground line. A
connection point P1 between the AC coupling capacitor 413
and the terminal resistor 412 is connected to the positive
output side of the LAN signal transmitting circuit 411, and is
connected to the positive input side of the LAN signal receiv-
ing circuit 415. Also, a connection point P2 between the AC
coupling capacitor 414 and the terminal resistor 412 is con-
nected to the negative output side of the LAN signal trans-
mitting circuit 411, and is connected to the negative input side
of'the LAN signal receiving circuit 415. The input side of the
LAN signal transmitting circuit 411 is supplied with a trans-
mission signal (transmission data) SG411.

Also, the positive terminal of the subtraction circuit 416 is
supplied with an output signal SG412 of the LAN signal
receiving circuit 415, and the negative terminal of this sub-
traction circuit 416 is supplied with the transmission signal
(transmission data) SG411. In the subtraction circuit 416, the
transmission signal SG411 is subtracted from the output sig-
nal SG412 of the LAN signal receiving circuit 415, and a
reception signal (reception data) SG413 is obtained.

Also, a connection point Q1 between the pullup resistor
421 and the AC coupling capacitor 413 is connected to the
ground line via a series circuit of the resistor 422 and the
capacitor 423. Further, the output signal of a lowpass filter
obtained at the connection point between the resistor 422 and
the capacitor 423 is supplied to one input terminal of the
comparator 424. In the comparator 424, the output signal of
the lowpass filter is compared with a reference voltage Vrefl
(+3.75 V) supplied to the other input terminal. An output
signal SG414 of the comparator 424 is supplied to the control
section (CPU) of the source device.

Also, a connection point Q2 between the AC coupling
capacitor 414 and the pulldown resistor 431 is connected to
the ground line via a series circuit of the resistor 432 and the
capacitor 433. Further, the output signal of a lowpass filter
obtained at the connection point between the resistor 432 and
the capacitor 433 is supplied to one input terminal of the
comparator 434. In the comparator 434, the output signal of
the lowpass filter is compared with a reference voltage Vref2
(+1.4V) supplied to the other input terminal. An output signal
SG415 of the comparator 434 is supplied to the control sec-
tion (CPU) of the source device.

The sink device has a LAN signal transmitting circuit 441,
a terminal resistor 442, AC coupling capacitors 443 and 444,
a LAN signal receiving circuit 445, a subtraction circuit 446,
apulldown resistor 451, a resistor 452 and a capacitor 453 that
constitute a lowpass filter, a comparator 454, a choke coil 461,
a resistor 462, and a resistor 463. Here, the high-speed data
line interface (high-speed data line I/F) includes the LAN
signal transmitting circuit 441, the terminal resistor 442, the
AC coupling resistors 443 and 444, the [LAN signal receiving
circuit 445, and the subtraction circuit 446.

A series circuit of the resistor 462 and the resistor 463 is
connected between the power supply line (+5.0 V) and the
ground line. Further, a series circuit of the choke coil 461, the
AC coupling resistor 444, the terminal resistor 442, the AC
coupling resistor 443, and the pulldown resistor 451 is con-
nected between the connection point between the resistor 462
and the resistor 463, and the ground line.

A connection point P3 between the AC coupling resistor
443 and the terminal resistor 442 is connected to the positive
output side of the LAN signal transmitting circuit 441, and is
connected to the positive input side of the LAN signal receiv-
ing circuit 445. Also, a connection point P4 between the AC
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coupling resistor 444 and the terminal resistor 442 is con-
nected to the negative output side of the LAN signal trans-
mitting circuit 441, and is connected to the negative input side
of'the LAN signal receiving circuit 445. The input side of the
LAN signal transmitting circuit 441 is supplied with a trans-
mission signal (transmission data) SG417.

Also, the positive terminal of the subtraction circuit 446 is
supplied with an output signal SG418 of the LAN signal
receiving circuit 445, and the negative terminal of the sub-
traction circuit 446 is supplied with the transmission signal
SG417. In the subtraction circuit 446, the transmission signal
SG417 is subtracted from the output signal SG418 of the
LAN signal receiving circuit 445, and a reception signal
(reception data) SG419 is obtained.

Also, a connection point Q3 between the pulldown resistor
451 and the AC coupling resistor 443 is connected to the
ground line via a series circuit of the resistor 452 and the
capacitor 453. Further, the output signal of a lowpass filter
obtained at the connection point between the resistor 452 and
the capacitor 453 is connected to one input terminal of the
comparator 454. In the comparator 454, the output signal of
the lowpass filter is compared with a reference voltage Vref3
(+1.25 V) supplied to the other input terminal. An output
signal SG416 of the comparator 454 is supplied to the control
section (CPU) of the sink device.

A reserved line 501 and an HPD line 502 included in the
HDMI cable constitute a differential twisted pair. A source-
side end 511 of'the reserved line 501 is connected to 14-pin of
the HDMI terminal of the source device, and a sink-side end
521 of the reserved line 501 is connected to 14-pin of the
HDMI terminal of the sink device. Also, a source-side end
512 of the HPD line 502 is connected to 19-pin of the HDMI
terminal of the source device, and a sink-side end 522 of the
HPD line 502 is connected to 19-pin of the HDMI terminal of
the sink device.

In the source device, the above-mentioned connection
point Q1 between the pullup resistor 421 and the AC coupling
capacitor 413 is connected to 14-pin of the HDMI terminal
and, also, the above-mentioned connection point Q2 between
the pulldown resistor 431 and the AC coupling capacitor 414
is connected to 19-pin of the HDMI terminal. On the other
hand, in the sink device, the above-mentioned connection
point Q3 between the pulldown resistor 451 and the AC
coupling resistor 443 is connected to 14-pin of the HDMI
terminal and, also, the above-mentioned connection point Q4
between the choke coil 461 and the AC coupling resistor 444
is connected to 19-pin of the HDMI terminal.

Next, a description will be given of operation of LAN
communication by the high-speed data line interface config-
ured as described above.

In the source device, the transmission signal (transmission
data) SG411 is supplied to the input side of the LAN signal
transmitting circuit 411, and differential signals (a positive
output signal and a negative output signal) corresponding to
the transmission signal SG411 are outputted from the LAN
signal transmitting circuit 411. Then, the differential signals
outputted from the LAN signal transmitting circuit 411 are
supplied to the connection point P1 and P2, and transmitted to
the sink device via the pair of differential transmission lines
(the reserved line 501 and the HPD line 502) of the HDMI
cable.

Also, in the sink device, the transmission signal (transmis-
sion data) SG417 is supplied to the input side of the LAN
signal transmitting circuit 441, and differential signals (a
positive output signal and a negative output signal) corre-
sponding to the transmission signal SG417 are outputted
from the LAN signal transmitting circuit 441. Then, the dif-
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ferential signals outputted from the LAN signal transmitting
circuit 441 are supplied to the connection points P3 and P4,
and transmitted to the source device via the pair of lines (the
reserved line 501 and the HPD line 502) of the HDMI cable.

Also, in the source device, since the input side of the LAN
signal receiving circuit 415 is connected to the connection
points P1 and P2, the sum signal of a transmission signal
corresponding to the differential signal (current signal) out-
putted from the LAN signal transmitting circuit 411, and a
reception signal corresponding to the differential signal trans-
mitted from the sink device as described above, is obtained as
the output signal SG412 of the LAN signal receiving circuit
415. In the subtraction circuit 416, the transmission signal
SG411 is subtracted from the output signal SG412 of the
LAN signal receiving circuit 415. Hence, the output signal
SG413 of the subtraction circuit 416 corresponds to the trans-
mission signal (transmission data) SG417 of the sink device.

Also, in the sink device, since the input side of the LAN
signal receiving circuit 445 is connected to the connection
points P3 and P4, the sum signal of a transmission signal
corresponding to the differential signal (current signal) out-
putted from the LAN signal transmitting circuit 441, and a
reception signal corresponding to the differential signal trans-
mitted from the source device as described above, is obtained
as the output signal SG418 of the LAN signal receiving
circuit 445. In the subtraction circuit 446, the transmission
signal SG417 is subtracted from the output signal SG418 of
the LAN signal receiving circuit 445. Hence, the output signal
SG419 of the subtraction circuit 446 corresponds to the trans-
mission signal (transmission data) SG411 of the source
device.

In this way, bidirectional LAN communication can be per-
formed between the high-speed data line interface of the
source device and the high-speed data line interface of the
sink device.

It should be noted that, in FIG. 9, the HPD line 502 notifies
the source device of the connection of the HDMI cable with
the sink device by means of a DC bias level, in addition to
performing the above-mentioned LAN communication. That
is, when the HDMI cable is connected to the sink device, the
resistors 462 and 463 and the choke coil 461 in the sink device
bias the HPD line 502 to approximately 4 V via 19-pin of the
HDMI terminal. The source device detects the DC bias of the
HPD line 502 through a lowpass filter formed by the resistor
432 and the capacitor 433, which is compared with the refer-
ence voltage Vref2 (for example, 1.4 V) through the compara-
tor 434.

If the HDMI cable is not connected to the sink device, the
voltage on 19-pin of the HDMI terminal of the source device
is lower than the reference voltage Vref2 due to the presence
of the pulldown resistor 431 and is, conversely, higher than
the reference voltage Vref2 if the HDMI cable is connected to
the sink device. Therefore, the output signal SG415 of the
comparator 434 is at the high level when the HDMI cable is
connected to the sink device, and is otherwise at the low level.
Consequently, the control section (CPU) of the source device
can recognize whether or not the HDMI cable is connected
with the sink device on the basis of the output signal SG415 of
the comparator 434.

Also, in FIG. 9, devices connected at both ends of the
HDMI cable have the capability of mutually recognizing
whether the other device is a device capable of LAN commu-
nication (hereafter referred to as “eHDMI compliant device”™)
or a device not capable of LAN communication (hereafter
referred to as “eHDMI non-compliant device”), by means of
the DC bias potential of the reserved line 501.
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As described above, the source device pulls up (+5 V) the
reserved line 501 by the resistor 421, and the sink device pulls
down the reserved line 501 by the resistor 451. The resistor
421, 451 is not present in an eHDMI non-compliant device.

As described above, the source device compares the DC
potential of the reserved line 501 that has passed the lowpass
filter formed by the resistor 422 and the capacitor 423, with
the reference voltage Vrefl by the comparator 424. If the sink
device is an eHDMI compliant device and has the pulldown
resistor 451, the voltage of the reserved line 501 is 2.5 V.
However, if the sink device is an eHDMI non-compliant
device and does not have the pulldown resistor 451, the volt-
age of the reserved line 501 is 5 V due to the presence of the
pullup resistor 421.

Hence, if the reference voltage Vrefl is set as, for example,
3.75 V, the output signal SG414 of the comparator 424
becomes low level when the sink device is an eHDMI com-
pliant device, and otherwise becomes high level. Conse-
quently, the control section (CPU) of the source device can
recognize whether or not the sink device is an eHDMI com-
pliant device, on the basis of the output signal SG414 of the
comparator 424.

Likewise, as described above, the sink device compares the
DC potential of the reserved line 501 that has passed the
lowpass filter formed by the resistor 452 and the capacitor
453, with the reference voltage Vref3 by the comparator 454.
If the source device is an eHDMI compliant device and has
the pullup resistor 421, the voltage of the reserved line 501 is
2.5 V. However, if the source device is an eHDMI non-com-
pliant device and does not have the pullup resistor 421, the
voltage of the reserved line 501 is 0 V due to the presence of
the pulldown resistor 451.

Hence, if the reference voltage Vref3 is set as, for example,
1.25 V, the output signal SG416 of the comparator 454
becomes high level when the source device is an eHDMI
compliant device, and otherwise becomes low level. Conse-
quently, the control section (CPU) of the sink device can
recognize whether or not the source device is an e-HDMI
device, on the basis of output signal SG416 of the comparator
454.

According to the example of configuration shown in FIG.
9, in the case of an interface in which a single HDMI cable
performs the transmission of image (video) and audio data,
the exchange and authentication of connected device infor-
mation, the communication of device control data, and LAN
communication, LAN communication is performed by
means of bidirectional communication via a single pair of
differential transmission paths, and the connection status of
the interface is notified by means of the DC bias potential of
atleast one of the transmission paths, thereby enabling spatial
separation with no SCL line and SDA line physically used for
LAN communication. As a result, a circuit for LAN commu-
nication can be formed without regard to the electrical speci-
fications defined for DDC, thereby realizing stable and reli-
able LAN communication at low cost.

It should be noted that the pullup resistor 421 shown in
FIG. 9 may be provided not within the source device but
within the HDMI cable. In such a case, the respective termi-
nals of the pullup resistor 421 are connected to the reserved
line 501, and a line (signal line) connected to the power
supply (power supply potential), respectively, of the lines
provided within the HDMI cable.

Further, the pulldown resistor 451 and the resistor 463
shown in FIG. 9 may be provided not within the sink device
but within the HDMI cable. In such a case, the respective
terminals of the pulldown resistor 451 are connected to the
reserved line 501, and a line (ground line) connected to the
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ground (reference potential), respectively, of the lines pro-
vided within the HDMI cable. Also, the respective terminals
of the resistor 463 are connected to the HPD line 502, and a
line (ground line) connected to the ground (reference poten-
tial), respectively, of the lines provided within the HDMI
cable.

Next, transmission modes for 3D image data will be
described. First, a description will be given of the case in
which the 3D image data of an original signal is formed by
left-eye (L) image and right-eye (R) image data. Here, the
description is directed to the case in which the left-eye (L) and
right-eye (R) image data are each image datain a 1920x1080p
pixel format. When transmitting this original signal via a
baseband digital interface, for example, the following six
transmission modes are conceivable.

Modes (1) to (3) are the most desirable modes because
transmission is possible without causing degradation in the
quality of the original signal. However, since twice the cur-
rent transmission bandwidth is necessary, these modes are
possible when sufficient transmission bandwidth is available.
Also, Modes (4) to (6) are modes for transmitting 3D image
data with the current transmission bandwidth of 1920x1080p.
Mode (1) is a mode in which, as shown in FIG. 11(a), the pixel
data of left eye image data and the pixel data of right eye
image data are switched sequentially at every TMDS clock. In
this case, while the frequency of the pixel clock may be the
same as in the related art, a circuit for pixel-by-pixel switch-
ing is necessary. It should be noted that while the number of
pixels in the horizontal direction is 3840 pixels in FIG. 11(a),
two lines of 1920 pixels may be used.

Mode (2) is a mode in which, as shown in FIG. 11(5), one
line of left eye image data and one line of right eye image data
are transmitted alternately, and lines are switched by a line
memory. In this case, as the video format, it is necessary to
define a new video format of 1920x2160.

Mode (3) is a mode in which, as shown in FIG. 11(¢), left
eye image data and right eye image data are switched sequen-
tially field by field. In this case, while a field memory is
necessary for the switching process, signal processing in the
source device becomes simplest.

Mode (4) is a mode in which, as shown in FIG. 12(a), one
line of left eye image data and one line of right eye image data
are transmitted alternately. In this case, the lines of the left eye
image data and right eye image data are each thinned to 5.
This mode corresponds to the very video signal in the stereo-
scopic image display mode called “phase difference plate
mode” described above, and while it is a mode that makes
signal processing in the display section of the sink device
simplest, the vertical resolution becomes half with respect to
the original signal.

Mode (5) is a mode in which, as shown in FIG. 12(5), the
data of each line of left eye image data is transmitted in the
first half of the vertical direction, and the data of each line of
left eye image data is transmitted in the second half of the
vertical direction. Inthis case, as in the above-described mode
(4), while the vertical resolution becomes half with respect to
the original signal since the lines of the left eye image data and
right eye image data are thinned to %, there is no need for
line-by-line switching.

Mode (6) is the “Side By Side” mode currently used for
experimental broadcasting, in which, as shown in FIG. 12(c¢),
the pixel data of left eye image data is transmitted in the first
half of the horizontal direction, and the pixel data of right eye
image data is transmitted in the second half of the horizontal
direction. In this case, since the pixel data in the horizontal
direction is thinned to % in each of the left eye image data and
the right eye image data, the horizontal resolution becomes 2
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in comparison to Mode (4) and Mode (5) described above.
However, since the contents can be judged even with sink
devices that do not support 3D image data, the mode has high
compatibility with the display sections of sink devices in the
related art.

When one of Modes (1) to (6) described above is selected,
the 3D signal processing section 229 of the disc player 210
described above performs a process of generating synthe-
sized data (see FIGS. 11(a) to 11(c) and FIGS. 12(a) to 12(c))
appropriate to the selected transmission mode, from the 3D
image data (left eye (L) image and right eye (R) image data)
of the original signal. Also, in that case, the 3D signal pro-
cessing section 254 of the television receiver 250 described
above performs a process of separating and extracting the left
eye (L) image data and the right eye (R) image data from the
synthesized data.

Next, a description will be given of transmission data and
its packing format in Modes (1) to (6) described above.

FIG. 13 shows an example of TMDS transmission data in
Mode (1). In this case, the data of 3840 pixelsx 1080 lines of
active pixels (synthesized data of left eye (L) image data and
right eye (R) image data) is placed in the Active Video period
ot 1920 pixelsx1080 lines.

FIG. 14 shows an example of packing format when trans-
mitting 3D image data in Mode (1) on the three TMDS chan-
nels #0, #1, and #2 of HDMI. Two modes, RGB 4:4:4 and
YCbCr 4:4:4, are shown as transmission modes for image
data. Here, the relationship between a TMDS clock and a
pixel clock is such that TMDS clock=2xpixel clock.

Inthe RGB 4:4:4 mode, 8-bit blue (B) data, 8-bit green (G)
data, and 8-bit red (R) data, which constitute the pixel data of
right eye (R) image data, are placed in the data areas in the
first half of individual pixels in the TMDS channels #0, #1,
and #2, respectively. Also, in the RGB 4:4:4 mode, 8-bit blue
(B) data, 8-bit green (G) data, and 8-bit red (R) data, which
constitute the pixel data of left eye (L) image data, are placed
in the data areas in the second half of individual pixels in the
TMDS channels #0, #1, and #2, respectively.

In the YCbCr 4:4:4 mode, 8-bit blue chrominance (Cb)
data, 8-bit luminance (Y) data, and 8-bit red chrominance
(Cr) data, which constitute the pixel data of right eye (R)
image data, are placed in the data areas in the first half of
individual pixels in the TMDS channels #0, #1, and #2,
respectively. Also, in the YCbCr 4:4:4 mode, 8-bit blue
chrominance (Cb) data, 8-bit luminance (Y) data, and 8-bit
red chrominance (Cr) data, which constitute the pixel data of
left eye (L) image data, are placed in the data areas in the
second half of individual pixels in the TMDS channels #0, #1,
and #2, respectively.

It should be noted that in this Mode (1), left eye image data
may be placed in the data area in the first half of each pixel,
and right eye image data may be placed in the data area in the
second half of each pixel.

FIG. 15 shows an example of TMDS transmission data in
Mode (2). In this case, the data of 1920 pixelsx2160 lines of
active pixels (synthesized data of left eye (L) image data and
right eye (R) image data) is placed in the Active Video period
ot 1920 pixelsx2160 lines.

FIG. 16 shows an example of packing format when trans-
mitting 3D image data in Mode (2) on the three TMDS chan-
nels #0, #1, and #2 of HDMI. Two modes, RGB 4:4:4 and
YCbCr 4:4:4, are shown as transmission modes for image
data. Here, the relationship between a TMDS clock and a
pixel clock is such that TMDS clock=pixel clock.

Inthe RGB 4:4:4 mode, 8-bit blue (B) data, 8-bit green (G)
data, and 8-bit red (R) data, which constitute the pixel data of
left eye (L) image data, are placed in the data areas of indi-
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vidual pixels in odd-numbered lines in the TMDS channels
#0, #1, and #2, respectively. Also, in this RGB 4:4:4 mode,
8-bitblue (B) data, 8-bit green (G) data, and 8-bitred (R) data,
which constitute the pixel data of right eye (R) image data, are
placed in the data areas of individual pixels in even-numbered
lines in the TMDS channels #0, #1, and #2, respectively.

In the YCbCr 4:4:4 mode, 8-bit blue chrominance (Cb)
data, 8-bit luminance (Y) data, and 8-bit red chrominance
(Cr) data, which constitute the pixel data of left eye (L) image
data, are placed in the data areas of individual pixels in odd-
numbered lines in the TMDS channels #0, #1, and #2, respec-
tively. Also, in this YCbCr 4:4:4 mode, 8-bit blue chromi-
nance (Cb) data, 8-bit luminance (Y) data, and 8-bit red
chrominance (Cr) data, which constitute the pixel data of
right eye (R) image data, are placed in the data areas of
individual pixels in even-numbered lines in the TMDS chan-
nels #0, #1, and #2, respectively.

It should be noted that in this Mode (2), right eye image
data may be placed in odd-numbered lines, and left eye image
data may be placed in even-numbered lines.

FIG. 17 shows an example of TMDS transmission data in
Mode (3). In this case, the left eye (L) image data of 1920
pixelsx1080 lines of active pixels is placed in the odd-num-
bered fields of the Active Video period of 1920 pixelsx1080
lines. Also, the right eye (R) image data of 1920 pixelsx1080
lines of active pixels is placed in the even-numbered fields of
the Active Video period of 1920 pixelsx1080 lines.

FIG. 18 and FIG. 19 show an example of packing format
when transmitting 3D image data in Mode (3) on the three
TMDS channels #0, #1, and #2 of HDMI. Two modes, RGB
4:4:4 and YCbCr 4:4:4, are shown as transmission modes for
image data. Here, the relationship between a TMDS clock and
a pixel clock is such that TMDS clock=pixel clock.

Inthe RGB 4:4:4 mode, 8-bit blue (B) data, 8-bit green (G)
data, and 8-bit red (R) data, which constitute the pixel data of
left eye (L) image data, are placed in the data areas of indi-
vidual pixels in odd-numbered fields in the TMDS channels
#0, #1, and #2, respectively. Also, in this RGB 4:4:4 mode,
8-bitblue (B) data, 8-bit green (G) data, and 8-bitred (R) data,
which constitute the pixel data of right eye (R) image data, are
placed in the data areas of individual pixels in even-numbered
fields in the TMDS channels #0, #1, and #2, respectively.

In the YCbCr 4:4:4 mode, 8-bit blue chrominance (Cb)
data, 8-bit luminance (Y) data, and 8-bit red chrominance
(Cr) data, which constitute the pixel data of left eye (L) image
data, are placed in the data areas of individual pixels in odd-
numbered fields in the TMDS channels #0, #1, and #2,
respectively. Also, in this YCbCr 4:4:4 mode, 8-bit blue
chrominance (Cb) data, 8-bit luminance (Y) data, and 8-bit
red chrominance (Cr) data, which constitute the pixel data of
right eye (R) image data, are placed in the data areas in the
second half of individual pixels in even-numbered fields in
the TMDS channels #0, #1, and #2, respectively.

It should be noted that in this Mode (3), right eye image
data may be placed in the data areas of individual pixels in
odd-numbered fields, and left eye image data may be placed
in the data areas of individual pixels in even-numbered fields.

FIG. 20 shows an example of TMDS transmission data in
Mode (4). In this case, the data of 1920 pixelsx1080 lines of
active pixels (synthesized data of left eye (L) image data and
right eye (R) image data) is placed in the Active Video period
011920 pixelsx1080 lines.

It should be noted that in the case of this Mode (4), as
described above, the lines in the vertical direction of each of
left eye image data and right eye image data are thinned to 5.
Here, the left eye image data to be transmitted is either odd-
numbered lines or even-numbered lines and, likewise, the
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right eye image data to be transmitted is either odd-numbered
lines or even-numbered lines. Therefore, there are four pos-
sible combinations, in which both the left eye image data and
the right eye image data is odd-numbered lines, both the left
eye image data and the right eye image data is even-numbered
lines, the left eye image data is odd-numbered lines and the
right eye image data is even-numbered lines, and the left eye
image data is even-numbered lines and the right eye image
data is odd-numbered lines. FIG. 20 shows the case in which
the left eye image data is odd-numbered lines and the right eye
image data is even-numbered lines.

FIG. 21 shows an example of packing format when trans-
mitting 3D image data in Mode (4) on the three TMDS chan-
nels #0, #1, and #2 of HDMI. Three modes, RGB 4:4:4,
YCbCr 4:4:4, and YCbCr 4:2:2, are shown as transmission
modes for image data. Here, the relationship between a
TMDS clock and a pixel clock is such that TMDS clock=pixel
clock.

Inthe RGB 4:4:4 mode, 8-bit blue (B) data, 8-bit green (G)
data, and 8-bit red (R) data, which constitute the pixel data of
left eye (L) image data, are placed in the data areas of indi-
vidual pixels in odd-numbered lines in the TMDS channels
#0, #1, and #2, respectively. Also, in this RGB 4:4:4 mode,
8-bit blue (B) data, 8-bit green (G) data, and 8-bitred (R) data,
which constitute the pixel data of right eye (R) image data, are
placed in the data areas of individual pixels in even-numbered
lines in the TMDS channels #0, #1, and #2, respectively.

In the YCbCr 4:4:4 mode, 8-bit blue chrominance (Cb)
data, 8-bit luminance (Y) data, and 8-bit red chrominance
(Cr) data, which constitute the pixel data of left eye (L) image
data, are placed in the data areas of individual pixels in odd-
numbered lines in the TMDS channels #0, #1, and #2, respec-
tively. Also, in this YCbCr 4:4:4 mode, 8-bit blue chromi-
nance (Cb) data, 8-bit luminance (Y) data, and 8-bit red
chrominance (Cr) data, which constitute the pixel data of
right eye (R) image data, are placed in the data areas of
individual pixels in even-numbered lines in the TMDS chan-
nels #0, #1, and #2, respectively.

In the YCbCr 4:2:2 mode, in the data areas of individual
pixels in odd-numbered lines in the TMDS channel #0, the
data of bit 0 to bit 3 of luminance (Y) data constituting the
pixel data of left eye (L) image data is placed, and also the data
of'bit 0 to bit 3 of blue chrominance (Cb) data and the data of
bit 0 to bit 3 of red chrominance (Cr) data are placed alter-
nately pixel by pixel. Also, in the YCbCr 4:2:2 mode, in the
data areas of individual pixels in odd-numbered lines in the
TMDS channel #1, the data of bit 4 to bit 11 of luminance (Y)
data of left eye (L) image data is placed. Also, in the YCbCr
4:2:2 mode, in the data areas of individual pixels in odd-
numbered lines in the TMDS channel #2, the data of bit 4 to
bit 11 of blue chrominance (Cb) data and data of bit4 to bit 11
of red chrominance (Cr) data of left eye (L) image data are
placed alternately pixel by pixel.

Also, in the YCbCr 4:2:2 mode, in the data areas of indi-
vidual pixels in even-numbered lines in the TMDS channel
#0, the data of'bit 0 to bit 3 of luminance (Y) data constituting
the pixel data of right eye (R) image data is placed, and also
the data of bit 0 to bit 3 of blue chrominance (Cb) data and the
data of bit 0 to bit 3 of red chrominance (Cr) data are placed
alternately pixel by pixel. Also, in the YCbCr 4:2:2 mode, in
the data areas of individual pixels in even-numbered lines in
the TMDS channel #1, the data of bit 4 to bit 11 of luminance
(Y) data of right eye (R) image data is placed. Also, in the
YCbCr 4:2:2 mode, in the data areas of individual pixels in
even-numbered lines in the TMDS channel #2, the data of bit
4 to bit 11 of blue chrominance (Cb) data and data of bit 4 to
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bit 11 ofred chrominance (Cr) data of right eye (R) image data
are placed alternately pixel by pixel.

It should be noted that in this Mode (4), right eye image
data may be placed in odd-numbered lines, and left eye image
data may be placed in even-numbered lines.

FIG. 22 shows an example of TMDS transmission data in
Mode (5). In this case, the data of 1920 pixelsx1080 lines of
active pixels (synthesized data of left eye (L) image data and
right eye (R) image data) is placed in the Active Video period
011920 pixelsx1080 lines.

It should be noted that in the case of this Mode (5), as
described above, the lines in the vertical direction of each of
left eye image data and right eye image data are thinned to 5.
Here, the left eye image data to be transmitted is either odd-
numbered lines or even-numbered lines and, likewise, the
right eye image data to be transmitted is either odd-numbered
lines or even-numbered lines. Therefore, there are four pos-
sible combinations, in which both the left eye image data and
the right eye image data is odd-numbered lines, both the left
eyeimage data and the right eye image data is even-numbered
lines, the left eye image data is odd-numbered lines and the
right eye image data is even-numbered lines, and the left eye
image data is even-numbered lines and the right eye image
data is odd-numbered lines. FIG. 22 shows the case in which
the left eye image data is odd-numbered lines and the right eye
image data is even-numbered lines.

FIG. 23 and FIG. 24 show an example of packing format
when transmitting 3D image data in Mode (5) on the three
TMDS channels #0, #1, and #2 of HDMI. Three modes, RGB
4:4:4,YCbCr 4:4:4, and YCbCr 4:2:2, are shown as transmis-
sion modes for image data. Here, the relationship between a
TMDS clock and a pixel clock is such that TMDS clock=pixel
clock.

Inthe RGB 4:4:4 mode, 8-bit blue (B) data, 8-bit green (G)
data, and 8-bit red (R) data, which constitute the pixel data of
left eye (L) image data, are placed in the first vertical half of
the data areas of individual pixels in the TMDS channels #0,
#1, and #2, respectively. Also, in the RGB 4:4:4 mode, 8-bit
blue (B) data, 8-bit green (G) data, and 8-bit red (R) data,
which constitute the pixel data of right eye (R) image data, are
placed in the second vertical half of the data areas of indi-
vidual pixels in the TMDS channels #0, #1, and #2, respec-
tively.

In the YCbCr 4:4:4 mode, 8-bit blue chrominance (Cb)
data, 8-bit luminance (Y) data, and 8-bit red chrominance
(Cr) data, which constitute the pixel data of left eye (L) image
data, are placed in the first vertical half of the data areas of
individual pixels in the TMDS channels #0, #1, and #2,
respectively. Also, in the YCbCr 4:4:4 mode, 8-bit blue
chrominance (Cb) data, 8-bit luminance (Y) data, and 8-bit
red chrominance (Cr) data, which constitute the pixel data of
right eye (R) image data, are placed in the second vertical half
of the data areas of individual pixels in the TMDS channels
#0, #1, and #2, respectively.

Inthe YCbCr4:2:2 mode, in the first vertical half of the data
areas of individual pixels in the TMDS channel #0, the data of
bit 0 to bit 3 of luminance (Y) data constituting the pixel data
of'left eye (L) image data is placed, and also the data of bit 0
to bit 3 of blue chrominance (Cb) data and the data of bit 0 to
bit 3 of red chrominance (Cr) data are placed alternately pixel
by pixel.

Also, in the YCbCr 4:2:2 mode, in the first vertical half of
the data areas of individual pixels in the TMDS channel #1,
the data of bit 4 to bit 11 of the luminance (Y) data of left eye
(L) image data is placed. Also, in the YCbCr 4:2:2 mode, in
the first vertical half of the data areas of individual pixels in
the TMDS channel #2, the data of bit 4 to bit 11 of blue
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chrominance (Cb) data and data of bit 4 to bit 11 of red
chrominance (Cr) data of left eye (L) image data are placed
alternately pixel by pixel.

Also, in the YCbCr 4:2:2 mode, in the second vertical half
of'the data areas of individual pixels in the TMDS channel #0,
the data of bit 0 to bit 3 of luminance (Y) data constituting the
pixel data of right eye (R) image data is placed, and also the
data of bit 0 to bit 3 of blue chrominance (Cb) data and the
data of bit 0 to bit 3 of red chrominance (Cr) data are placed
alternately pixel by pixel.

Also, in the YCbCr 4:2:2 mode, in the second vertical half
of'the data areas of individual pixels in the TMDS channel #1,
the data of bit 4 to bit 11 of the luminance (Y) data of right eye
(R) image data is placed. Also, in the YCbCr 4:2:2 mode, in
the second vertical half of the data areas of individual pixels
in the TMDS channel #2, the data of bit 4 to bit 11 of blue
chrominance (Cb) data and data of bit 4 to bit 11 of red
chrominance (Cr) data of right eye (R) image data are placed
alternately pixel by pixel.

It should be noted that in this Mode (5), right eye image
data may be placed in the first vertical half of the data areas of
individual pixels, and left eye image data may be placed in the
second vertical half of the data areas of individual pixels.

FIG. 25 shows an example of TMDS transmission data in
Mode (6). In this case, the data of 1920 pixelsx 1080 lines of
active pixels (synthesized data of left eye (L) image data and
right eye (R) image data) is placed in the Active Video period
ot 1920 pixelsx1080 lines.

It should be noted that in the case of this Mode (6), as
described above, the pixel data in the horizontal direction of
each of left eye image data and right eye image data is thinned
to %4. Here, the left eye image data to be transmitted is either
odd-numbered pixels or even-numbered pixels and, likewise,
the right eye image data to be transmitted is either odd-
numbered pixels or even-numbered pixels. Therefore, there
are four possible combinations, in which both the left eye
image data and the right eye image data are odd-numbered
pixels, both the left eye image data and the right eye image
data are even-numbered pixels, the left eye image data are
odd-numbered pixels and the right eye image data are even-
numbered pixels, and the left eye image data are even-num-
bered pixels and the right eye image data are odd-numbered
pixels.

FIG. 26 shows an example of packing format when trans-
mitting 3D image data in Mode (6) on the three TMDS chan-
nels #0, #1, and #2 of HDMI. Three modes, RGB 4:4:4,
YCbCr 4:4:4, and YCbCr 4:2:2, are shown as transmission
modes for image data. Here, the relationship between a
TMDS clock and a pixel clock is such that TMDS clock=pixel
clock.

Inthe RGB 4:4:4 mode, 8-bit blue (B) data, 8-bit green (G)
data, and 8-bit red (R) data, which constitute the pixel data of
left eye (L) image data, are placed in the first horizontal half
of the data areas of individual pixels in the TMDS channels
#0, #1, and #2, respectively. Also, in the RGB 4:4:4 mode,
8-bit blue (B) data, 8-bit green (G) data, and 8-bitred (R) data,
which constitute the pixel data of right eye (R) image data, are
placed in the second horizontal half of the data areas of
individual pixels in the TMDS channels #0, #1, and #2,
respectively.

In the YCbCr 4:4:4 mode, 8-bit blue chrominance (Cb)
data, 8-bit luminance (Y) data, and 8-bit red chrominance
(Cr) data, which constitute the pixel data of left eye (L) image
data, are placed in the first horizontal half of the data areas of
individual pixels in the TMDS channels #0, #1, and #2,
respectively. Also, in the YCbCr 4:4:4 mode, 8-bit blue
chrominance (Cb) data, 8-bit luminance (Y) data, and 8-bit
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red chrominance (Cr) data, which constitute the pixel data of
right eye (R) image data, are placed in the second horizontal
half of the data areas of individual pixels in the TMDS chan-
nels #0, #1, and #2, respectively.

In the YCbCr 4:2:2 mode, in the first horizontal half of the
data areas of individual pixels in the TMDS channel #0, the
data of bit 0 to bit 3 of luminance (Y) data constituting the
pixel data of left eye (L) image data is placed, and also the data
of'bit 0 to bit 3 of blue chrominance (Cb) data and the data of
bit 0 to bit 3 of red chrominance (Cr) data are placed alter-
nately pixel by pixel.

Also, in the YCbCr 4:2:2 mode, in the first horizontal half
of'the data areas of individual pixels in the TMDS channel #1,
the data of bit 4 to bit 11 of the luminance (Y) data of left eye
(L) image data is placed. Also, in the YCbCr 4:2:2 mode, in
the first horizontal half of the data areas of individual pixels in
the TMDS channel #2, the data of bit 4 to bit 11 of blue
chrominance (Cb) data and data of bit 4 to bit 11 of red
chrominance (Cr) data of left eye (L) image data are placed
alternately pixel by pixel.

Also, in the YCbCr 4:2:2 mode, in the second horizontal
half of the data areas of individual pixels in the TMDS chan-
nel #0, the data of bit 0 to bit 3 of luminance (Y) data consti-
tuting the pixel data of right eye (R) image data is placed, and
also the data ofbit 0 to bit 3 of blue chrominance (Cb) data and
the data of bit 0 to bit 3 of red chrominance (Cr) data are
placed alternately pixel by pixel.

Also, in the YCbCr 4:2:2 mode, in the second horizontal
half of the data areas of individual pixels in the TMDS chan-
nel #1, the data of bit 4 to bit 11 of the luminance (Y) data of
right eye (R) image data is placed. Also, in the YCbCr 4:2:2
mode, in the second horizontal half of the data areas of indi-
vidual pixels in the TMDS channel #2, the data of bit 4 to bit
11 of blue chrominance (Cb) data and data of bit 4 to bit 11 of
red chrominance (Cr) data of right eye (R) image data are
placed alternately pixel by pixel.

It should be noted that in this Mode (6), right eye image
data may be placed in the first vertical half of the data areas of
individual pixels, and left eye image data may be placed inthe
second vertical half of the data areas of individual pixels.

Next, a description will be given of the case of MPEG-C
mode in which the 3D image data of an original signal is
formed by two-dimensional (2D) image data (see FIG.
27(a)), and depth data (see FIG. 27(b)) corresponding to each
pixel.

In the case of this MPEG-C mode, two-dimensional image
data in the 4:4:4 mode is converted into the 4:2:2 mode, depth
data is placed in the free space, and synthesized data of the
two-dimensional image data and the depth data is transmitted
on the TMDS channels of HDMI. That is, in this case, pixel
data constituting two-dimensional image data and depth data
corresponding to the pixel data are placed in the data area of
each pixel (image).

FIG. 28 shows an example of TMDS transmission data in
the MPEG-C mode. In this case, the data of 1920 pixelsx1080
lines of active pixels (synthesized data of two-dimensional
image data and depth data) is placed in the Active Video
period of 1920 pixelsx 1080 lines.

FIG. 29 shows an example of packing format when trans-
mitting 3D image data in the MPEG-C mode on the three
TMDS channels #0, #1, and #2 of HDMI. Here, the relation-
ship between a TMDS clock and a pixel clock is such that
TMDS clock=pixel clock.

FIG. 29(a) shows, for the purpose of comparison, the pack-
ing format of two-dimensional image data in the YCbCr 4:4:4
mode. In the data areas of individual pixels in the TMDS
channels #0, #1, and #2, 8-bit blue chrominance (Cb) data,
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8-bit luminance (Y) data, and 8-bit red chrominance (Cr)
data, which constitute the pixel data of two-dimensional
image data, are placed respectively.

FIG. 29(b) shows the packing format of the synthesized
data of two-dimensional image data and depth data. In the
data areas of individual pixels in the TMDS channel #0, 8-bit
blue chrominance (Cb) data and 8-bit red chrominance (Cr)
data are placed alternately pixel by pixel. Also, 8-bit depth
data (D) is placed in the data areas of individual pixels in the
TMDS channel #1.

In this way, since an 8-bit luminance signal and 8-bit depth
data are transmitted by a single pixel clock, the mode shown
in FIG. 29(b) is called “YCbCrD4:2:2:4” mode. In this mode,
while the pixel data of the chrominance signals Cb and Cr is
thinned to %2, no thinning is performed with respect to depth
data. This is because depth data is 8-bit data related to lumi-
nance (Y) data, and thus needs to keep a quality equivalent to
the luminance (Y) data without being thinned.

When the MPEG-C mode is selected, the 3D signal pro-
cessing section (encoding section) 229 of the disc player 210
described above performs a process of generating synthe-
sized data corresponding to the “YCbCrD4:2:2:4” mode
described above, from the 3D image data (two-dimensional
image data and depth data) of the original signal. Also, in that
case, the 3D signal processing section (decoding section) 254
of the television receiver 250 described above performs a
process of separating and extracting the two-dimensional
image data and the depth data from the synthesized data in the
“YCbCrD4:2:2:4” mode shown in FIG. 30(a). Then, with
regard to the two-dimensional image data, the 3D signal
processing section 254 performs an interpolation process on
the chrominance data Cb and Cr for conversion into two-
dimensional data in the YCbCr4:4:4 mode. Further, the 3D
signal processing section 254 performs a computation using
the two-dimensional image data and the depth data, thereby
generating left eye (L) image data and right eye (R) image
data.

Inthe AV system 200 shown in FIG. 1, the CPU 214 of the
disc player 210 recognizes the 3D image data transmission
modes or the like that can be supported by the television
receiver 250, on the basis of E-EDID read from the HDMI
receiving section 252 of the television receiver 250.

FIG. 31 shows an example of the data structure of E-EDID.
This E-EDID is formed by a basic block and an extended
block. Placed at the beginning of the basic block is data
defined by the E-EDID 1.3 standard represented by “E-EDID
1.3 Basic Structure”, followed by timing information for
maintaining compatibility with the EDID of the past which is
represented by “Preferred timing”, and timing information
for maintaining compatibility with the EDID of the past
which is represented by “2nd timing” and different from
“Preferred timing”.

Also, in the basic block, placed in order following “2nd
timing” are information represented by “Monitor NAME”
which is indicative of the name of a display apparatus, and
information represented by “Monitor Range Limits” which is
indicative of the number of displayable pixels in the case
when aspect ratios are 4:3 and 16:9.

Placed at the beginning of the extended block is “Short
Video Descriptor”. This is information indicative of display-
able image size (resolution), frame rate, and interlaced/pro-
gressive. Subsequently, “Short Audio Descriptor” is placed.
This is information such as audio codec modes that can be
played back, sampling frequency, cutoff frequency, and codec
bit count. Subsequently, information related to right and left
loudspeakers represented by “Speaker Allocation” is placed.

5

10

15

20

25

30

35

40

45

55

60

65

32

Also, in the extended block, placed following “Speaker
Allocation” are data represented by “Vender Specific” and
uniquely defined for each manufacture, timing information
for maintaining compatibility with the EDID of the past
which is represented by “3rd timing”, and timing information
for maintaining compatibility with the EDID of the past
which is represented by “4th timing”.

In this embodiment, data areas extended for storing 3D
(stereo) image data are defined in this “Vender Specific” area.
FIG. 32 shows an example of the data structure of the “Vender
Specific” area. This “Vender Specific” area is provided with
0Oth block through N-th block each being a block of one byte.
Data areas for 3D image/audio information to be stored by the
sink device (the television receiver 250 in this embodiment)
are defined in the 8th byte to the 11th byte following the
already-defined Oth byte to 7th byte.

First, the Oth byte to the 7th byte will be described. In the
Oth byte placed at the beginning of data represented by
“Vender Specific”, there are placed a header represented by
“Vender-Specific tag code (=3)” which is indicative of the
data area of data “Vender Specific”, and information repre-
sented by “Length (=N)” which is indicative of the length of
data “Vender Specific”.

Also, in the 1st byte to the 3rd byte, there is placed infor-
mation represented by “24 bit IEEE Registration Identifier
(0x000003) LSB first” which is indicative of a number
“0x000003” registered for HDMI(R). Further, in the 4th byte
and 5th byte, there are placed pieces of information repre-
sented by “A,” “B,”“C,” and “D” each indicating the physical
address of the sink device of 24 bits.

In the 6th byte, there are placed a flag represented by
“Supports-Al” which is indicative of functions supported by
the sink device, pieces of information represented by “DC-48
bit,” “DC-36 bit,” and “DC-30 bit” each specifying the num-
ber of bits per pixel, a flag represented by “DC-Y444” which
is indicative of whether the sink device supports transmission
of'an image in YCbCr4:4:4, and a flag represented by “DVI-
Dual” which is indicative of whether the sink device supports
dual DVI (Digital Visual Interface).

Also, in the 7th byte, there is placed information repre-
sented by “Max-TMDS-Clock” which is indicative of the
maximum frequency of TMDS pixel clock.

Next, the 8th byte to the 11th byte will be described. In the
8th byte to the 10th byte, information related to a 3D image is
stored. The 8th byte indicates support of RGB 4:4:4, the 9th
byte indicates support of YCbCr 4:4:4, and the 10th byte
indicates support of YCbCr 4:2:2. Written in the 7th bit to the
1st bit of each of the 8th byte to the 10th byte is data indicating
6 types (the video formats (RGB 4:4:4 format, YCbCr 4:4:4
format, and YCbCr 4:2:2 format) in Modes (1) to (6)
described above) of 3D image supported by the sink device.

The 7th bit indicates support/no support for a mode (Mode
(1): “Pixel ALT”) in which the pixel data of left eye image
data and the pixel data of right eye image data are transmitted
while being switched sequentially at every TMDS clock. The
6th bit indicates support/no support for a mode (Mode (2):
“Simul”) in which one line of left eye image data and one line
of right eye image data are transmitted alternately.

The 5th bit indicates support/no support for a mode (Mode
(3): “Field Seq.”) in which left eye image data and right eye
image data are transmitted while being switched sequentially
field by field. The 4th bit indicates support/no support for a
mode (Mode (4): “Line Seq.”) in which left eye image data
and right eye image data are each thinned to V2 in the vertical
direction, and one line of the left eye image data and one line
of the right eye image data are transmitted alternately.



US 9,185,385 B2

33

The 3rd bit indicates support/no support for a mode (Mode
(5): “Top & Bottom™) in which left eye image data and right
eye image data are each thinned to %2 in the vertical direction,
and each line of the left eye image data is transmitted in the
first halfand each line of the left eye image data is transmitted
in the second half. The 2nd bit indicates support/no support
for amode (Mode (6): “Side by Side”) in which left eye image
data and right eye image data are each thinned to V2 in the
horizontal direction, and each pixel data of the left eye image
data is transmitted in the first half and each pixel data of the
left eye image data is transmitted in the second half.

The 1st bit indicates support/no support for a transmission
mode (MPEG-C mode) based on two-dimensional image
(main image) and depth data specified in MPEG-C. The sub-
sequent bits can be assigned when modes other than this are
proposed.

In the 11th byte, information related to 3D audio is stored.
The 7th bit to the 5th bit indicate transmission formats for 3D
audio which are supported by the sink device. For example,
the 7th bit indicates support for Method A, the 6th bit indi-
cates support for Method B, and the 5th bit indicates support
for Method C. The subsequent bits can be assigned when
modes other than these are proposed. It should be noted that
description of Methods A to C is omitted.

In the AV system 200 shown in FIG. 1, after confirming
connection of the television receiver (sink device) 250 by the
HPD line, by using the DDC, the CPU 214 of the disc player
210 reads the E-EDID, and therefore 3D image/audio infor-
mation from the television receiver 250, and recognizes the
transmission modes for 3D image/audio data supported by
the television receiver (sink device).

In the AV system 200 shown in FIG. 1, when transmitting
3D image/audio data (3D image data and 3D audio data) to
the television receiver (sink device) 250, the disc player
(source device) 210 selects and transmits one of 3D image/
audio data transmission modes that can be supported by the
television receiver 250, on the basis of the 3D image/audio
information read from the television receiver 250 as previ-
ously described above.

At that time, the disc player (source device) 210 transmits
information related to the image/audio format currently being
transmitted, to the television receiver (sink device) 250. In
this case, the disc player 210 transmits the information to the
television receiver 250 by inserting the information in the
blanking period of 3D image data (video signal) transmitted
to the television receiver 250. Here, the disc player 210 inserts
information related to the format of image/audio currently
being transmitted, in the blanking period of the 3D image data
by using, for example, an AVI (Auxiliary Video Information)
InfoFrame packet, Audio InfoFrame packet, or the like of
HDMI.

An AVI InfoFrame packet is placed in the Data Island
period described above. FIG. 33 shows an example ofthe data
structure of an AVI InfoFrame packet. In HDMI, additional
information related to an image can be transmitted from the
source device to the sink device by means of the AVI InfoF-
rame packet.

The Oth byte defines “Packet Type” indicative of the kind of
data packet. The “Packet Type” of an AVI InfoFrame packet is
“0x82”. The 1st byte describes version information of packet
data definition. While currently being “0x02” for an AVI
InfoFrame packet, this becomes “0x03” as shown in the FIG.
1fa transmission mode for 3D image data is defined in accor-
dance with this invention.

The 2nd byte describes information indicative of packet
length. While currently being “0x0D” for an AVI InfoFrame,
this becomes “0x0E” as shown in the FIG. 113D image output
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format information is defined in the 17th bit in accordance
with this invention. Since individual AVI InfoFrames are
defined in CEA-861-D Section 6-4, description thereof is
omitted.

The 17th byte will be described. The 17th byte specifies
one of 3D image data transmission modes selected by the
source device (the disc player 210 in this embodiment). The
7th bit indicates a mode (Mode (1): “Pixel ALT”’) in which the
pixel data of left eye image data and the pixel data of right eye
image data are transmitted while being switched sequentially
at every TMDS clock. The 6th bits indicates a mode (Mode
(2): “Simul”) in which one line ofleft eye image data and one
line of right eye image data are transmitted alternately.

The 5th bit indicates a mode (Mode (3): “Field Seq.”) in
which left eye image data and right eye image data are trans-
mitted while being switched sequentially field by field. The
4th bit indicates a mode (Mode (4): “Line Seq.”) in which left
eye image data and right eye image data are each thinned to %4
in the vertical direction, and one line of the left eye image data
and one line of the right eye image data are transmitted
alternately. The 3rd bit indicates a mode (Mode (5): “Top &
Bottom™) in which left eye image data and right eye image
data are each thinned to Y% in the vertical direction, and each
line of the left eye image data is transmitted in the first half
and each line of the left eye image data is transmitted in the
second half.

The 2nd bit indicates a mode (Mode (6): “Side by Side”) in
which left eye image data and right eye image data are each
thinned to %4 in the horizontal direction, and each pixel data of
the left eye image data is transmitted in the first half and each
pixel data of the left eye image data is transmitted in the
second half. The 1st bit indicates a transmission mode
(MPEG-C mode) based on two-dimensional image and depth
data specified in MPEG-C.

Therefore, in the case when any one of bits from the 7th bit
to the 1st bit is set, the sink device (the television receiver 250
in this embodiment) can determine that 3D image data is
being transmitted. Further, Mode (1) uses a video format of
3840x1080, and Mode (2) uses a video format of 1920x2160.
Thus, as the video format to be specified in bits VIC6 to VICO
of the 7th byte of an AVI Infoframe, a video format corre-
sponding to a mode is selected from among the video formats
shown in FIG. 34. Further, the 6th bit and 5th bit of the 4th
byte of an AVI Infoframe specity RGB 4:4:4/YCbCr 4:4:4/
YCbCr 4:2:2.

Also, Deep Color information must be transmitted by a
packet different from an AVI InfoFrame. Thus, as shown in
FIG. 35, in the case of Modes (1) to (3), 48 bit (0x7) is
specified in bits CD3 to CD0 of a General Control Protocol
packet.

An Audio InfoFrame packet is placed in the Data Island
period described above. FIG. 36 shows the data structure of an
Audio InfoFrame packet. In HDMI, additional information
related to audio can be transmitted from the source device to
the sink device by means of the Audio InfoFrame packet.

The 0th byte define “Packet Type” indicative of the kind of
data packet, which is “0x84” for an Audio InfoFrame used in
this invention. The 1st byte describes version information of
packet data definition. While currently being “0x01” for an
Audio InfoFrame packet, this becomes “0x02” as shown in
the FIG. 1f a transmission for 3D audio data is defined in
accordance with this invention. The 2nd byte describes infor-
mation indicative of packet length. For an Audio InfoFrame,
this is currently “Ox0A”.

3D audio output format information according to this
invention is defined in the 9th byte. The 7th bit to the 5th bit
indicate one transmission mode selected from among 3D
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audio data transmission modes that are supported by the sink
device. For example, the 7th bit, the 6th bit, and the 5th bit
indicate transmission according to Method A, Method B, and
Method C, respectively.

Next, referring to the flowchart in FIG. 37, a description
will be given of processing at the time of connection of the
television receiver (sink device), in the disc player (source
device) 210 (CPU 221) in the AV system 200 shown in FIG.
1

In step ST1, the disc player 210 starts processing, and
thereafter, moves to a process in step ST2. In step ST2, the
disc player 210 determines whether or not an HPD signal is at
high level “H”. If the HPD signal is not at high level “H”, the
television receiver (sink device) 250 is not connected to the
disc player 210. At this time, the disc player 210 immediately
proceeds to step ST8, and ends processing.

If'the HPD signal is at high level “H”, in step ST3, the disc
player 210 reads the E-EDID (see FIG. 31 and FIG. 32) of the
television receiver (sink device) 250. Then, in step ST4, the
disc player 210 determines whether or not there is 3D image/
audio information.

If'there is no 3D image/audio information, in step ST9, the
disc player 210 sets data indicating non-transmission of 3D
image/audio in the AVI Infoframe packet and the Audio
InfoFrame packet, and thereafter proceeds to step ST8 and
ends processing. Here, setting of data indicating non-trans-
mission of 3D image/audio means setting all of the 7th bit to
4th bit of the 17th byte of the AVI InfoFrame packet (see FIG.
33)to “0”, and setting all of the 7th bit to Sth bit of the 9th byte
of the Audio InfoFrame packet (see FIG. 36) to “0”.

Also, ifthere is 3D image/audio information in step ST4, in
step ST5, the disc player 210 decides the transmission mode
for 3D image/audio data. Then, in step ST6, the disc player
210 determines whether or not to start transmission of 3D
image/audio data. If transmission of 3D image/audio data is
not to be started, in step ST9, the disc player 210 sets data
indicating non-transmission of 3D image/audio in the AVI
Infoframe packet and the Audio InfoFrame packet, and there-
after proceeds to step ST8 and ends processing.

If transmission of 3D image/audio data is to be started in
step ST6, in step ST7, the disc player 210 sets data indicating
atransmission mode for 3D image/audio in the AVI Infoframe
packet and the Audio InfoFrame packet, and thereafter pro-
ceeds to step ST8 and ends processing.

Next, referring to the flowchart in FIG. 38, a description
will be given of a decision process (the process in step ST5 in
FIG. 37) for a 3D image data transmission mode in the disc
player (source device) 210 in the AV system 200 shown in
FIG. 1.

In step ST11, the disc player 210 starts processing, and
thereafter, moves to a process in step ST12. In this step ST12,
the disc player 210 judges whether or not the 7th bit to the Sth
bit in the 8th to 10th bytes of the Vender Specific area are set.
The transmission modes relating to these bit settings are
modes in which left eye image and right eye image data of the
highest image quality are transmitted without degradation,
and are modes that require the simplest processing in the sink
device. Accordingly, if the 7th bit to the 5th bit are set, in step
ST13, the disc player 210 selects one transmission mode from
among the transmission modes, Modes (1) to (3), which are
set by these bits, and thereafter, in step ST14, ends the pro-
cessing.

If the 7th bit to the 5th bit are not set, the disc player 210
moves to a process in step ST15. In this step ST15, the disc
player 210 judges whether or not the 4th bit to the 3rd bit in the
8th to 10th bytes of the Vender Specific area are set. The
transmission modes relating to these bit settings are modes in
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which independent left eye image and right eye image data of
the next highest image quality are transmitted sequentially
line by line, and in which processing in the sink device is done
in units of two frames and thus a memory is required. If the
4th bit to the 3rd bit are set, in step ST16, the disc player 210
selects one transmission mode from among Modes (4) or (5)
set by these bits, and thereafter, in step ST14, ends the pro-
cessing.

If the 4th bit to the 3rd bit are not set, the disc player 210
moves to a process in step ST17. In this step ST17, the disc
player 210 judges whether or not the 2nd bit in the 8th to 10th
bytes of the Vender Specific area is set. The transmission
mode relating to this bit setting is a mode in which indepen-
dent left eye image and right eye image data of the next
highest image quality are transmitted within the same frame
by a mode called “Side by Side” while each having their
horizontal resolution cut in half, and which requires a process
of expanding the horizontal resolution by two times as the
processing in the sink device. Ifthe 2nd bit is set, instep ST18,
the disc player 210 selects the transmission mode set by this
bit, Mode (6), and thereafter, in step ST14, ends the process-
ing.

If the 2nd bit is not set, the disc player 210 moves to a
process in step ST19. In this step ST19, the disc player 210
judges whether or not the 1st bit in the 8th to 10th bytes ofthe
Vender Specific area is set. The transmission mode relating to
this bit setting is the MPEG-C mode in which two-dimen-
sional image data as image data common to the left eye and
the right eye, and depth data for the left eye and the right eye
are transmitted separately. In this mode, left eye image data
and right eye image data need to be generated from these
two-dimensional image data and depth data through process-
ing in the sink device, and thus the processing becomes com-
plex. If the 1st bit is set, in step ST20, the disc player 210
selects the transmission mode set by this bit, the MPEG-C
mode, and thereafter, in step ST14, ends the processing.

If the 1st bit is not set, the disc player 210 moves to a
process in step ST21. In this step ST21, the disc player 210
judges that no mode exists which allows transmission of 3D
image data, sets 3D non-selection, and thereafter, in step
ST14, ends the processing.

As described above, in the AV system 200 shown in FIG. 1,
when transmitting 3D image/audio data from the disc player
210 to the television receiver 250, the disc player 210 receives
information on 3D image/audio data transmission modes that
can be supported by the television receiver 250, and transmits
the transmission mode for the 3D image/audio data to be
transmitted. Also, at that time, the disc player 210 transmits
transmission mode information on the 3D image/audio data
to be transmitted, to the television receiver 250 by using an
AVI InfoFrame packet or an Audio InfoFrame packet. There-
fore, transmission of 3D image/audio data between the disc
player 210 and the television receiver 250 can be performed in
a favorable manner.

It should be noted that in the above-described embodiment,
the disc player (source device) 210 transmits transmission
mode information on the 3D image/audio data to be transmit-
ted to the television receiver 250, to the television receiver
250 by using an AVI InfoFrame packet or an Audio InfoFrame
packet and inserting the packet in the blanking period of
image data (video signal).

For example, the disc player (source device) 210 may
transmit transmission mode information on the 3D image/
audio data to be transmitted to the television receiver 250, to
the television receiver 250 via the CEC line 84 that is a control
data line of the HDMI cable 350. Also, for example, the disc
player 210 may transmit transmission mode information on
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the 3D image/audio data to be transmitted to the television
receiver 250, to the television receiver 250 via a bidirectional
communication path formed by the reserved line and HPD
line of the HDMI cable 350.

Also, in the above-described embodiment, the E-EDID of
the television receiver 250 contains information on 3D image/
audio data transmission modes supported by the television
receiver 250, and the disc player 210 reads the E-EDID via the
DDC 83 of the HDMI cable 350 to thereby acquire the infor-
mation on 3D image/audio data transmission modes sup-
ported by the television receiver 250.

However, the disc player 210 may receive information on
3D image/audio data transmission mode(s) supported by the
television receiver 250, from the television receiver 250 via
the CEC line 84 that is a control data line of the HDMI cable
350, or via a bidirectional communication path formed by the
reserved line and HPD line of the HDMI cable 350.

It should be noted that the above-described embodiment
uses an HDMI transmission path. However, examples of
baseband digital interface include, other than HDMI, a DVI
(digital Visual Interface), a DP (Display Port) interface, and a
wireless interface using 60 GHz millimeter waves. This
invention can be similarly applied to the case of transmitting
3D image/audio data by these digital interfaces.

In the case of DVI, as in HDMI described above, 3D
image/audio data transmission modes supported by the
receiving apparatus are stored in an area called E-EDID
included in the receiving apparatus. Therefore, in the case of
this DVI, as in the case of HDMI described above, when
transmitting 3D image/audio data to the receiving apparatus,
the transmitting apparatus can read the above-described 3D
image/audio information from the E-EDID of the receiving
apparatus to decide the transmission mode.

FIG. 39 shows an example of the configuration of a DP
system using a DP interface. In this DP system, a display port
transmitting device and a display port receiving device are
connected via an DP interface. Further, the display port trans-
mitting device includes a display port transmitter, and the
display port receiving device includes a display port receiver.

A main link is formed by one, two, or four double-ended
differential-signal pairs (pair lanes), and has no dedicated
clock signal. Instead, a clock is embedded in the 8B/10B-
encoded data stream. For the DP interface, two transmission
speeds are specified. One has a bandwidth of 2.16 Gbps per
pair lane. The other hand a bandwidth of 1.296 Gbps per pair
lane. Therefore, the theoretical upper-limit transmission bit
rate of the transmission path of this DP interface is 2.16 Gbps
per port, or a maximum of 8.64 Gbps with four ports.

In this DP interface, unlike HDMI, transmission speed and
pixel frequency are independent from each other, and pixel
depth, resolution, frame frequency, and the presence/absence
and amount of additional data, such as audio data and DRM
information in the transfer stream, can be freely adjusted.

Also, the DP interface has, separately from the main link, a
half-duplex, bidirectional external (auxiliary) channel with
1-Mbit/sec bandwidth and 500-msec maximum latency, and
exchange of information related to functions is performed
between the transmitting device and the receiving device
through this bidirectional communication. In this invention,
transmission of information related to 3D image/audio is
performed by using this DP external (auxiliary) channel. It
should be noted that in the case of this DP interface, although
not shown, information on 3D image/audio data transmission
modes supported by the receiving device is recorded in the
EDID similarly to HDMI.

FIG. 40 shows an example of the configuration of a wire-
less system using a wireless interface. The transmitting appa-
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ratus includes an image/audio data playback section, a wire-
less transmitting/receiving section, a storing section, and a
control section that controls these. Also, the receiving appa-
ratus includes a video/audio output section, a wireless trans-
mitting/receiving section, a storing section, and a control
section that controls these. The transmitting apparatus and the
receiving apparatus are connected to each other via a wireless
transmission path.

In this invention, information on 3D image/audio data
transmission modes that can be supported by the receiving
apparatus is stored in the storing section of the receiving
apparatus, and is transmitted to the transmitting apparatus via
a wireless transmission path. Also, 3D image/audio data
transmission mode information from the transmitting appa-
ratus is multiplexed with a video/audio/control signal and
transmitted to the receiving apparatus via a wireless transmis-
sion path.

In the case of a cable or wireless connection, the theoretical
upper-limit transmission rates on individual transmission
paths (10.2 Gbps for HDMI, 3.96 Gbps for DVI, 2.16 Gbps
per port or a maximum of 8.64 Gbps with four ports for DP,
and 1 Gbps or 10 Gbps for Gigabit Ether/optical fiber) are
specified.

However, in the case of these transmission paths, there are
times when the upper-limit transmission rate is not reached
due to the transmission path length, electrical characteristics
of'the transmission path, or the like, and the transmission rate
required for transmission of the 3D image data to be trans-
mitted by the transmitting apparatus may not be attained in
some cases. At that time, it is necessary to select the trans-
mission mode for 3D image data appropriately.

FIG. 41 shows an example of the configuration of a trans-
mission system 600, which decides the transmission mode for
3D image data by checking the transmission rate of a trans-
mission path. The transmission system 600 is configured such
that a transmitting apparatus 610 and a receiving apparatus
650 are connected via a transmission path 660.

The transmitting apparatus 610 has a control section 611, a
storing section 612, a playback section 613, a 3D signal
processing section 614, and a transmission section 615. The
control section 611 controls the operations of individual sec-
tions of the transmitting apparatus 610. The playback section
613 plays back 3D image data to be transmitted, from a
recording medium such as an optical disc, an HDD, or a
semiconductor memory. The 3D signal processing section
614 processes the 3D image data (for example, left eye image
data and right eye image data) played back by the playback
section 613, into a state (see FIG. 11, FIG. 12, and FIG. 28)
that conforms to a transmission mode specified from the
control section 611.

The transmission section 615 transmits the 3D image data
obtained by the 3D signal processing section 614 to the
receiving apparatus 650. Also, the transmission section 615
transmits transmission mode information on the 3D image
data to be transmitted, to the receiving apparatus 650 by
using, for example, an AVI InfoFrame packet or the like. Also,
the transmission section 615 receives information on 3D
image data transmission modes supported by the receiving
apparatus 650 and transmission rate information, which are
transmitted from the receiving apparatus 650, and supplies
these information to the control section 611.

The receiving apparatus 650 has a control section 651, a
storing section 652, a transmission section 653, a 3D signal
processing section 654, an output section 655, and a detecting
section 656. The control section 611 controls the operations
of individual sections of the receiving apparatus 650. Infor-
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mation on 3D image data transmission modes supported by
the receiving apparatus 650 is stored in the storing section
652.

The transmission section 653 receives 3D image data trans-
mitted from the transmitting apparatus 653. Also, the trans-
mission section 653 receives 3D image data transmission
mode information transmitted from the transmitting appara-
tus 653, and supplies the information to the control section
651. Also, the transmission section 653 transmits the infor-
mation on 3D image data transmission modes supported by
the receiving apparatus 650, which is stored in the storing
section 652, to the transmitting apparatus 610.

Also, the transmission section 653 transmits transmission
rate information obtained by the control section 651 to the
transmitting apparatus 610. That is, the detecting section 656
determines the status of the transmission path 660 on the basis
of, forexample, bit error information or the like supplied from
the transmission section 653. The control section 651 judges
the quality of the transmission path 660 on the basis of the
result of determination by the detecting section 656, and if the
transmission rate of the transmission path 660 falls below the
transmission rate required for the 3D image data transmission
mode notified from the transmitting apparatus 610, transmits
transfer rate information to that effect to the transmitting
apparatus 610 via the transmission section 653.

The 3D signal processing section 654 processes 3D image
data received by the transmission section 653, and generates
left eye image data and right eye image data. The control
section 651 controls the operation of the 3D signal processing
section 654 on the basis of 3D image data transmission mode
information that is transmitted from the transmitting appara-
tus 610. The display section 656 displays a stereoscopic
image based on the left eye image data and the right eye image
data generated by the 3D signal processing section 654.

The operation of the transmission system 600 shown in
FIG. 41 will be described. In the transmitting apparatus 610,
3D image data played back by the playback section 613 are
(left eye image data and right eye image data, or two-dimen-
sional image data and depth data) supplied to the 3D signal
processing section 614. In the control section 611, on the
basis of information on 3D image data transmission modes
supported by the receiving apparatus 650, which is received
from the receiving apparatus 650, a predetermined transmis-
sion mode is selected from among the transmission modes
supported by the receiving apparatus 650.

Inthe 3D signal processing section 614, the 3D image data
played back in the playback section 613 is processed into a
state that conforms to the transmission mode selected in the
control section 611. The 3D image data processed in the 3D
signal processing section 614 is transmitted to the receiving
apparatus 650 via the transmission path 660 by the transmis-
sion section 615. Also, information on the transmission mode
selected in the control section 611 is transmitted to the receiv-
ing apparatus 650 from the transmission section 615.

In the receiving apparatus 650, in the transmission section
653, 3D image data transmitted from the transmitting appa-
ratus 610 is received, and this 3D image data is supplied to the
3D signal processing section 654. Also, in the transmission
section 653, transmission mode information on the 3D image
data transmitted from the transmitting apparatus 610 is
received, and this transmission mode information is supplied
to the control section 651. In the 3D signal processing section
654, under control of the control section 651, the 3D image
data received in the transmission section 653 is subjected to
processing according to its transmission mode, and left eye
image data and right eye image data are generated.

The left eye image data and right eye image data are sup-
plied to the display section 655. Then, in the display section
656, a stereoscopic image based on the left eye image dataand
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the right eye image data generated in the 3D signal processing
section 654 is displayed (see FIG. 2).

Also, in the receiving apparatus 650, in the detecting sec-
tion 656, the status of the transmission path 660 is determined
on the basis of, for example, bit error information or the like
supplied from the transmission section 653, and the result of
determination is supplied to the control section 651. In the
control section 651, the quality of the transmission path 660 is
judged on the basis of the result of determination in the
detecting section 656. Then, if the transmission rate of the
transmission path 660 falls below the transmission rate
required for the 3D image data transmission mode notified
from the transmitting apparatus 610, transfer rate information
to that effect is generated from the control section 651, and
this transmission rate information is transmitted from the
transmission section 653 to the transmitting apparatus 610.

In the transmitting apparatus 610, in the transmission sec-
tion 650, the transmission rate information transmitted from
the receiving apparatus 650 is received, and this transmission
rate information is supplied to the control section 611. In the
control section 611, on the basis of the transmission rate
information, the selection of a 3D image data transmission
mode is changed so that the transmission rate falls within the
transmission rate of the transmission path 660. In the 3D
signal processing section 614, 3D image data played back in
the playback section 613 is processed into a state that con-
forms to the changed transmission mode. Then, the processed
3D image data is transmitted to the receiving apparatus 650
via the transmission path 660 by the transmission section 615.
Also, information on the transmission mode changed in the
control section 611 is transmitted from the transmission sec-
tion 615 to the receiving apparatus 650.

In the transmission system 600 shown in FIG. 41, as
described above, on the basis of transmission rate information
transmitted from the receiving apparatus 650, the transmit-
ting apparatus 610 can select a transmission mode of which
the required transmission rate falls within the transmission
rate of the transmission path 660, as the transmission mode
for 3D image data to be transmitted. Therefore, stereo image
data can be transmitted in a favorable manner at all times
irrespective of a change in the status of the transmission path.

It should be noted that in the above-described case, the
transmission rate information transmitted from the receiving
apparatus 650 to the transmitting apparatus 610 is one indi-
cating that the transmission rate of the transmission path 660
falls below the transmission rate required by the 3D image
data transmission mode notified from the transmitting appa-
ratus 610. However, this transmission rate information may
be one indicating the transmission rate of the transmission
path 660.

Also, in the above-described case, if the transmission rate
of'the transmission path 660 falls below the transmission rate
required by the 3D image data transmission mode notified
from the transmitting apparatus 610, transmission rate infor-
mation to that effect is transmitted from the receiving appa-
ratus 650 to the transmitting apparatus 610. However, the
following configuration is also possible. That is, in that case,
of'the E-EDID stored in the storing section 652, information
on 3D image data transmission modes that can be supported
by the receiving apparatus 650 is rewritten so that only trans-
mission modes falling within the transmission rate of the
transmission path 660 are valid.

Inthis case, the receiving apparatus 650 needs to notify the
transmitting apparatus 610 of the change to the E-EDID. For
example, in the case where the transmission path 660 is an
HDMI interface, the HPD signal is temporarily controlled to
“L”, and the transmitting apparatus 610 is controlled to read
the E-EDID again.

It should be noted that the above-described embodiment is
directed to the case in which left eye image data and right eye
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image data, or two-dimensional image data and depth data
which constitute 3D image data are processed and then trans-
mitted on TMDS channels of HDMI. However, it is also
conceivable to transmit two kinds of data constituting 3D
image data via separate transmission paths.

For example, in the case where 3D image data is formed by
left eye image data and right eye image data, one of these may
be transmitted on TMDS channels, and the other may be
transmitted via a bidirectional communication path formed
by predetermined lines (reserved line and HPD line in this
embodiment) of the HDMI cable 350. Also, for example, in
the case where 3D image data is formed by two-dimensional
image data and depth data, the two-dimensional data may be
transmitted on TMDS channels, and the depth data may be
transmitted via a bidirectional communication path formed
by predetermined lines (reserved line and HPD line in this
embodiment) of the HDMI cable 350, or during the Data
Island period of HDMI.

Also, the above-described embodiment is directed to the
case in which the disc player 210 is used as the transmitting
apparatus (source device), and the television receiver 250 is
used as the receiving apparatus (sink device). However, this
invention can be applied similarly to cases in which other
types of transmitting apparatus and receiving apparatus are
used.

INDUSTRIAL APPLICABILITY

This invention aims to transmit 3D image data in a favor-
able manner from a transmitting apparatus to a receiving
apparatus by a transmission mode selected on the basis of
information on 3D image data transmission modes supported
by the receiving apparatus, and can be applied to, for
example, a 3D image data transmission system formed by a
transmitting apparatus and a receiving apparatus that are of
different manufactures.

EXPLANATION OF REFERENCE NUMERALS

200 AV system, 210 disc player, 211 HDMI terminal, 212
HDMI transmitting section, 213 high-speed data line
interface, 214 CPU, 215 CPU bus, 216 SDRAM, 217
flash ROM, 218 remote control receiving section, 219
remote control transmitter, 220 IED interface, 221 BD
drive, 222 internal bus, 223 Ethernet interface, 224 net-
work terminal, 225 MPEG decoder, 226 graphics gen-
erating circuit, 227 video output terminal, 228 audio
output terminal, 229 3D signal processing section, 230
DTCP circuit, 250 television receiver, 251 HDMI termi-
nal, 252 HDMI receiving section, 253 high-speed data
line interface, 254 3D signal processing section, 255
antenna terminal, 256 digital tuner, 257 demultiplexer,
258 MPEG decoder, 259 video signal processing circuit,
260 graphics generating circuit, 261 panel driver circuit,
262 display panel, 263 audio signal processing circuit,
264 audio amplifier circuit, 265 loudspeaker, 170 inter-
nal bus, 271 CPU, 272 flash ROM, 273 DRAM, 274
Ethernet interface, 275 network terminal, 276 remote
control receiving section, 277 remote control transmit-
ter, 278 DTCP circuit, 350 HDMI cable, 600 transmis-
sion system, 610 transmitting apparatus, 611 control
section, 612 storing section, 613 playback section, 614
3D signal processing section, 615 transmission section,
650 receiving apparatus, 651 control section, 652 stor-
ing section, 653 transmission section, 654 3D signal
processing section, 655 display section, 656 detecting
section
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The invention claimed is:

1. A transmitting apparatus comprising

a processor configured to control:

a data transmitting section that transmits stereo image data
for displaying a stereoscopic image, to an external
device via a transmission path;

a transmission-mode-information receiving section that
receives transmission mode information transmitted
from the external device via the transmission path, the
transmission mode information indicating transmission
modes for stereo image data that can be supported by the
external device;

a transmission mode selecting section that selects a trans-
mission mode as a transmission mode for the stereo
image data transmitted by the data transmitting section,
from among the transmission modes for stereo image
data that can be supported by the external device, on the
basis of the transmission mode information received by
the transmission-mode-information receiving section;
and

a transmission-mode-information transmitting section that
transmits the selected transmission mode for stereo
image data with the stereo image data transmitted by the
data transmitting section, to the external device via the
transmission path,

wherein the data transmitting section transmits the stereo
image data to the external device by a plurality of chan-
nels that are in the transmission path, and inserts the
selected transmission mode in a blanking period of the
stereo image data.

2. The transmitting apparatus according to claim 1, further
comprising a bidirectional communication path formed using
a pair of differential transmission paths in the transmission
path, at least one of the pair of differential transmission paths
being configured to notify a connection status of the external
device by a DC bias potential.

3. A stereo image data transmitting method, comprising:

a transmission-mode-information receiving step of receiv-
ing transmission mode information transmitted from an
external device via a transmission path, the transmission
mode information indicating transmission modes for
stereo image data that can be supported by the external
device;

a transmission mode selecting step of selecting a transmis-
sion mode from among the transmission modes for ste-
reo image that can be supported by the external device,
on the basis of the transmission mode information
received in the transmission-mode-information receiv-
ing step;

a data transmitting step of transmitting stereo image data in
the transmission mode selected in the transmission
mode selecting step, to the external device via the trans-
mission path; and

a transmission-mode-information transmitting step of
transmitting the selected transmission mode informa-
tion with the stereo image data transmitted in the data
transmitting step, to the external device via the transmis-
sion path,

wherein the data transmitting step comprises transmitting
the stereo image data to the external device by a plurality
of channels that are in the transmission path, and insert-
ing the selected transmission mode in a blanking period
of the stereo image data.
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